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A SURVEY OF PACKET SWITCHING TECHNIQUES FOR
BROADCAST MEDIA

1.0 INTRODUCTION

Future Naval communications systems will use satellite channels extensively. Appro-
priate channel management techniques must be implemented to utilize these channels.
effectively. Circuit switching, in which the channel is dedicated to a particular conversa-
tion until that conversation is terminated, is a channel management technique under se'ﬂ- ,
ous consideration by the Navy. One possible alternative to circuit switching is packet
switching, which has been developed over the past few years as an alternative t.echnology :
to circuit switching for computer communications applications. The purpose of ‘this: report
is to survey those packet switching techniques that are suitable for radio channels.: A sub--
sequent report will analyze the attractiveness of these techniques for use in Naval commu-
nications systems.

tous fec ; have been proposed for
allocating channels in a multi-access communications system. We then concentrate on
packet switching techniques and review the major considerations that led to their develop-
ment. In Section 3 we distinguish between point-to-point channels and radio channels and
mt:oduce a class of packet smtchmg techmques whose development was stunulated by '

port. Sections 4-12 contain more detailed discussions of the technigues.* For each tech-
nique, we include a description of the channel management algorithm and a summary of

bl
what is known about the technique’s performance as the result of analysis or simulation.

Finally, in Section 13, we state some preliminary conclusions concerning the possible
utility to the Navy of the various packet switching techniques. A more detailed analysis
of this question will be the subject of a subsequent report.

Readers not interested in the details of the various channel management algorlthms
and their performance may find it helpful to skim or omit Sections 4-12. :

There have been many techniques proposed to handle the problem of how to allo-
cate a communications channel when there are competing demands for service among the
users. One alternative already mentioned is circuit switching. Another is to use a conven-
tiona’¥ fixed orthogonal multiplexing scheme such as Time-Division Multiple-Access

*Several of the techniques described are also discussed by Kleinrock [Kleinrock, 1976].

Manuscript submitted July 7, 1976.
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{TDMA} or Frequency-Division Multiple-Access (FDMA). Under such a scheme, each user
in the network is assigned a fixed portion of the channel. When a user is idle, however,
his portion of the channel cannot be used by other stations with traffic; this results in
trnad el ol o ~d .Y, P

151-
Wasiell {hanne: l.-ayal.-u.‘.y, AVIUICUYCL, 1RE Lnbuib-wa%iit:u byawuia, aubu wuuuquca are

especially inefficient when the traffic from each user is short and bursty.

To overcome this problem, techniques have been developed that attempt to perform
“statistical load averaging” of the user traffic onto the common access channel. The con-
cept of statistical load averaging is that by assigning the channel dynamically on the basis
of user needs, the channel capacity required may be much less than when the channels
are dedicated and not shared. The fundamental procedure is o switch the communica-
tions channel from user A to user B when A is idle and B has something {0 transmit,

‘Hﬂ-h Hn-m. +ervn A renaadizwa ala Y mind nla ~l szrhio e ha Aaba
vy e O4 FLUL«EUM—[L, 2acn User 15 5.1(.uu:t;u Chianiei access U.{ii.}' WHEH E 485 Ga

to transmit. One example of such a technique is a polling system [Konheim, 1874].
Another is packet switching.

Historically, packet switching was developed as an alternative to circuit switching in
computer communications systems. In computer communications, the traffic is typically
“bursty’’; i.e., the ratio of the peak dafa rate to the average data rate is very large. Given
the bursty nature of the traffic, dedicating a circuit-switched channel for an entire com-
puter session represents very wasteful usage of a communications resource. An altermative

is 1o ostablich a channel every time a mesgage ig nvnhnncrnﬂ hetweon a r-nmnn‘i'n'r and a

AET YRS

terminal. However, the disadvantage of using circuit sw1tchmg in this manner is that the
connection or setup times can be prohibitively long for short, interactive messages. In a
packet switched system, messages are packaged intc one or more fixed-length units of
information cailed packets.* In addition to data bits, each packet has a header wich
contains control information, i.e., source address, destination address, sequence yumber,

¥ Moreover, each packet may also include a number of parity bits for the purposes of
error detection.

An |mnr\1»+nﬂ+ distinotinn hetween nackote and megeages ghoiild he notad, While m

Ahas ALkl UE LR L P o adLAT A, YV LT ZIITS

sages are umts of information recognized by users of the network and hence may be of
variable length, packets are meaningful only within the network. Because each packet
containg its own control infoymation, there are no lengthy connection or sefup times in
packet-switched systems. Thus, packet switching makes efficient use of the communica
tions channe! when messages are short. Moreover, because the communications channel is
dedicated to packets, not conversations, the channel can be used to support other conver-
sations when a given conversation is inactive. Thus, packet switching makes efficient use
of the communications channel when messages are bursty [Metealfe, 1973].

Early development of packet switching concepts was based on the assumption of
point-to-point communications media, In a network based on point-to-point media, as the
number of nodes increases, it becomes economically infeasible to provide a fully connected

*While this report is concerned with fixed-length packets, packets of variable length have been invesii-
gated elsewhere. For example, see [Ferguson, 1975].

TThe term “packet” is also used later in the report to refer to blocks which contain only data and no
control information. In this section, we have adopied a more restriciive definition of the term in order
{o conirast packel switching with other allocation siiategies.
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network topology. Thus, partially connected networks such as the Advanced Research
Projects Agency (ARPA) Network, which uses store-and-forward techniques, were de-
signed and implemented. In the design of a store-and-forward network, however, complex
problems arise with respect to network topologies, line capacities, and routing strategies.

3.0 PACKET SWITCHING FOR BROADCAST NETWORKS

Tes Ammbrnct o minint dnonnint schoannale vadin channale (hinth eatoallite and arovmd:
i1l vyliviasuy v Pulllu W/ pATLLLY \.u..louuu:n‘.i, AQUUY CIRCGLUILITLY (MU UL DAUCLLLIG GLIM b W WA

radio channels) have two important capabilities: a broadcast capability and a multt -aCCess: .
capability [Lam, 1974]. The application of packet switching concepts to radio channels,
with their special capabilities, has led to the development of several new channel manage-- -
ment schemes which are the subject of this report. . :

The broadcast capability of a radio channel derives from the fact that a signal gen-
erated by a radio transmitter may be received over a wide area by any number of re-
ceivers. The multi-access capability of a radic channel is that any number of users may
transmit over the same channel. Hence, in the case of a ground radio channel, all users
within line-of-sight of one another form a network that is completely connected, inde-
pendent of the number of users, A similar situation exists with a satellite channel. A
satellite transponder in geosynchronous orbit with the earth is a radio repeater. A signal = -
transmitted at one frequency by a user station is received by the transponder and frans-
mitted back to earth at another frequency. All of the user stations covered. by the Aré
ponder beam make up a fully connected network. .

A communications network in which all users share a broadcast channel is referred
to as a broadcast network. Note that the fully connected network provided by a radio
channel eliminates complex network topological problems; moreover, there is no need for
complicated routing strategies, such as those required in a store-and-forward network like
the ARPA Network. '

The two types of broadcast media of interest in this report, satellite and ground -
radio channels, have a significant distinction in terms of propagation delay. For a satellite
in geosynchronous orbit, the round-trip propagation delay of a transmitted signal is ap- .
proximately 0.27 s, but the delay of a signal transmitted over a ground radio channel is
much shorter, on the order of microseconds. ‘

3.1 The ALOHA System

In 1970, Abramson proposed a novel multiplexing technique [Abramson, 1970]
which has become known as ALOHA random access. It is this ALOHA protocol that is
the forerunner of the various techniques described in this report. Under the technique, a
user with a data packet simply transmits it into the channel, completely unsynchronized
with the transmissions of other users. The University of Hawaii’s ALOHA System [Abram-

enn. 1072Kh- Rindar 1975h? dovolaned hy Ahvamenn and nthore ia a0 hwoadonot natorawl
Uily &0 T UMy LALIACL, AV iU ]y ULVOIUEOW WY JLILGLLOWLL alill Ubl.\c.lb, i a4 ivouvasv Lo uyrwlh

that is based on the pure ALOHA multiplexing technique.

In the ALOHA System, all users are terminals transmitting data to a central computer
at the University of Hawaii; the terminals share a common UHF radio channel. A second

3
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UHF channel is used by the central computer to transmit data and acknowledgments back
to the terminals. Each terminal has buffer space for sxactly one packet. As stated above,
under the random access protocol, a terminal with a ready packet simply transmits into
the common access channel. The terminal then initiates a time-out and waits for an ac-
knowledgment from the central computer indicating correct receipt of the packet. If, at
the expiration of the time-cut, an acknowledgment has not been received, the terminal
retransmits the packet. This process continues until the packet is correctly received by

the central computer and an acknowledgment is received by the terminal, or until the
process is stopped by the terminal.

Given the unsynchronized mode of channel access, it is possible for two or more
packet transmissions to overlap in time and thus collide, destroying one another, This is
Andtnnind nd Flan anmdwral alfa Jrrr mannne Af o Fanlder Al nalimrime 191 af laaad Awmo ~F Fha vonnlrada
UTLCLULTU al LT LTI Ay sve Iy RIIGOLLID Ul G 1QUWiby LUCTLAZWEL L 4l Al WD WL LT Javosho.
In this case, no acknowledgments are sent, and the terminals whose packets collided
automatically retransmit the packets.

An important parameter in the design of an ALOHA system is the retransmission
interval. If all stations that suffer a transmission conflict wait an equal amount of time
before retransmitting, their fransmissions will, with certainty, conflict again. Hence, it is
necessary {o vary the length of the retransmission inferval used by each of the trans-
mitting stations. In the University of Hawaii implementation, each terminal is assigned a
fixed but unique retvansmission interval {Binder, 1978b}. If the
quite large, however, such a scheme may be impractical, since those stations with large
retransmission intervals will consistently experience longer delays.

st A f cbakiae—e ia
FIMIEEGTL UL DUaLIUIID W2

An alternative policy is 10 use randomized refransmission delays. Each time a packet
retransmission is regilived, the terminal involved chooses the retransmission delay from
some probability distribution.

=3 4 NWTnmi i |
AMAFALILGSL LYCLYY UL DY

The goal of packet-switched systems such as ALOHA is to provide better channel
utilization than that possible under alfernative multiplexing schemes and, at the same
fime, to minimize transmission delay. Hence, performance evaluation of these systems is
based on two performance measures, channel capacity and packet delay.

3.2.1 Channel Capacity

Given fixed-length packets, the packet transmission time T is determined by the
channel transmission rate, The channel input rate S is defined as the average number of
new packets generated per transmission interval 7. Under steady state conditions, S is
also equal to the channel throughput rate. If S, is the maximum achievable value of
8, then S_ . represents the channel capacity. If it were possible to perfectly schedule
packeis for transmission on the channei so that no gaps or overlaps existed, a channel
capacity of one packet per transmission interval would be achievable; thus 8, is also
referred to as the channel utilization. Note that because of the interference problem in
the random access schemes, the channel capacity of such schemes is always less than one.
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The actual traffic on the channel consists of both newly generated packets as well as
retransmissions of previously collided packets. Let G represent the average number.of ‘
packets per transmission interval from both sources. Then, G is called the average channel
traffic. Note that the ratio S/G is the probability of a successful packet transmlssmn o

3.2.2 Packet Delay

Another performance measure of interest in an ALOHA system is the average delay
incurred by a packet before successful transmission. The delay is a function of two param-
eters; one is the average number of times a packet requires retransmission, while the .
second is the average retransmission delay. ‘ ‘

3.2.3 The Problem of Instability and Saturation

Unfortunately, an ALOHA channel is vulnerable to unstable behavior and channel
saturation. A channel operated in ALOHA mode stays in a quasi-stationary state for a
finite time, until stochastic fluctuations produce an increase in the traffic rate. This in-
creased traffic rate causes an increase in packet collisions which in turn produces an even
hlgher traffic rate. This vicious cycle continues until the channel is filled with retrans-
missions and packet collisions, and the channel throughput approaches zero. At this stage,.
the channel is said to be saturated.

3.3 Other ALOHA Random Access Schemes

A number of variations of pure ALOHA have been proposed. Several of these—
slotted ALOHA, slotted ALOHA with dynamic channel control, and Carrier Sense—are
briefly described in this section with a more detailed discussion of each of these tech-
niques to follow in Sections 4-7. All of these schemes have been designed to handle
traffic consisting of one-packet messages.

3.3.1 Slotted ALOHA Random Access

Recall that in a pure ALOHA channel all packet transmissions are ccm,,lete‘" unsyn-

chronized. Given a packet transmission time of T seconds, a given packet is vulnerable to .
collisions for a period of 27 seconds. If channel time is divided into contiguous intervals -
of length T, and if each packet transmission is required to coincide with an interval, the
vuinerable time for a packet can be reduced to T seconds. A protocol identical to pure
ALOHA, but with transmissions constrained in this manner, is called slotted ALOHA
random access [Kleinrock and Lam, 1973]. The channel capacity of a slotted ALOHA
channel is twice that of pure ALOHA, but this increase in channel capacity is realized at
the cost of providing a global clock for synchronization.

3.3.2 Slotted ALOHA with Dynamic Control Procedures
Both the pure ALOHA and slotted ALOHA techniques are vulnerable to unstable

behavior and saturation. To deal with the instability problem under temporary overload
conditions, the use of dynamic control procedures [Lam, 1974] has been proposed.

5
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These require each user to take action to prevent channel saturation. The broadcast
nature of the communications channel permits all users to monitor the state of the chan-
nel. When the number of users with backlogged packets (i.e., packets that have suffered
a collision)} exceeds a given thresheold, each user is required to {ake aclion to reduce the
channel traffic rate and thereby prevent saturation.

2.3.3 Carrier Sense Multiple Access

The Carvier Sense technique [Tobagi, 1974] takes advantage of the broadeast nature
of a radio channel to reduce the probabilily of a packet collision. A user with a packet
to transmit first listens or “‘senses” the channel to determine whether another user’s car-
rier is present. If such a carrier is present, the channel is assumed to be busy, and the
user with the ready packet delays transmission until the channel is idle {i.e., no carvier is
sensed}. Using one of the Carrier Sense protocols, channel utilization of approximately
80% is possible. Unlike the other technigues discussed in the report, which apply to both
satellite and ground radic channels, the use of Carrier Sense is most appropriate with
ground radic systems.

3.4 Reservation Techniques

While the ALOHA technitues described above are most applicable to traffic com-
posed of one-packet messages, a number of technigues called reservation schemes have
been developed for traffic that contains a significant portion of multi-packet messages,
Rather than make an access request for each packet, one request is made per message,
where a message consists of one or more packets, Several reservation schemes are noted
in this section. A more detailed discussion of each of these technigues can be found in
Sections 8-12,

3.4.1 Roberts’ Reservation

Under this protocol [Roberts, 1973], the channel is divided into two subchannels;

one, operated in slotted ALOHA mode, is for reservation requests while the other,
operated n a dedicated mode, is for data packets. The reservation requests are for the
data packet slots. Because of the broadcast nature of the channel, all users can hear the
successful requests for data siots. (Since the requests are made in slotted ALOHA mode,
there will be some collisions, and hence not all requests will be {ransmitted successfuily.}
Based on the reservations made by other users and its own successful requests, a given

user can schedule the transmission of its packets on the data channel.

3.4.2 Split Chasnel Reservation Multiple Access

This technigue {Tobagi, 1974] is similar to the previous one in that the channel is
split into two subchannels, one for control information and one for data. The control
channel is accessed in random access mode; pure ALOHA, slotted ALOHA, and Carrier
Sense are all alternative schemes for handling this channel. This technique differs from
Roberts’ Reservation in that there exists a central stalion which controls allocation of
the data channel; in Roberts’ scheme, control is distributed among all users. Under Split

6
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Channel Reservation, a user with data sends a transmission request via the control chan-
nel to the central station. The central station then reserves the data channel for the re-
guesting user and tells the user when fo begin transmission of the data. '

3.4.3 Reservation-ALOHA

This technique [Crowther, 1973] is based on a slotted ALOHA channel. In addltlon,;,__i'_
a fixed number of slots are grouped together to form a frame; this imposes a penodlclty '
on the slots similar to that in TDMA., However, unlike TDMA, in Reservatlon-ALOH_A
no slot is permanently assigned to a user. This protocol is dependent on the broadcast
nature of the channel, which permits all users to monitor channel activity. A user with
traffic transmits a packet into a slot which was emtpy in the previous frame, If the trans-
mission is successful (i.e., does not collide with another user’s attempted transmission),
the user “owns” that slot for as long as it has packets to transmit. Thus, once a user
gains access to a particular slot in a frame, no other user may transmit in the correspond-
ing slot in subsequent frames until the owner relinquishes the slot by ceasing to transmit.

3.4.4 Round Robin Reservation

This access technique [Binder, 1975a], like the previous one, uses a slotted channel’ :
with a frame structure. In addition, each user is pcuumu:uw_y anmsucd a yaxt;Cu}.a}f slot
in each frame. Thus, the basis of the protocol is a fixed TDMA structure. Moreover, a
second feature is included permitting other users to transmit in slots which belong to
a user who currently has no traffic to send. This is accomplished by using a distributed
queue, whose contents are known to all users due to the broadcast nature of the channel.
Neither a central control station nor a separate control channel is needed; the necessary
control information is carried as part of each packet’s overhead. This multiplexing tech-
nique combines the basic faimess and stability of fixed TDMA with the dynamic capa~
bility of the ALOHA schemes. :

3.4.5 Conflict Free Multzple Access

This multiplexing technique [Hwa, 1975], very similar to the Round Robin scheme,
uses a fixed TDMA structure with a control mechanism somewhat different from Round
Robin to dynamically allocate currently available slots. As the name implies, under thls
protocol, no conflicts are ever generated.

3.5 General Remaris

Starting with pure ALOHA and moving on to the subsequent schemes, the reader
should note that the latter schemes have been designed to overcome the two serious. dis-
advantages (for some applications) of pure ALOHA,; i.e., the low channel capacity and the
vulnerability to unstable behavior. The newer techniques attempt to minimize collisions
and control stability at the expense of channel management algorithms that are more
complicated than those of pure ALOHA and, therefore, more expensive to implement.

Each of the foregoing techniques is reviewed in more detail in the foliowing sections.
The presentation for each technique consists of a description of how the technique

7
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works, a summary of the available mathematical analysis, a description of simulation re-
sults, and a concluding discussion. We have attempted to keep each presentation reason-
ably self-contained. This leads to some redundancy.

The material presented in the next sections does not cover every packet switching
technique that has been proposed for broadcast media, nor have we included all analytic

and simulation results for those techniques included in the report. Qur goal instead has
been to present material that is representative of this class of technigques so 85 to provide

LeoCIib iavlizo: Liigy 28 20 Eabizedlily LA SAle AALog LD LTRAAILINALS O Bo 8 ¥ aa

insight into what can and what cannot be done with such procedures Further details on
each technique can be found in the references cited.

4.0 PURE ALOHA RANDOM ACCESS

4.1 Description

The application of packet switching concepils to broadcast communications media
led in 1970 to the development of the technique known as pure ALOHA random access.
First described [Abramson, 1970] by Dr. Norman Abramson of the University of Hawaii,
this scheme is designed to permit a large number of stations to communicate via a single
ground radio channel, However, as Abramson [ Abramson, 1973a] and others have indi-
cated, this technique and variations of it are also attractive for multiplexing a satellite
channel.

Under pure ALOHA, information is transmitted in the form of packets; typically,
each packet has a fixed length, The ALOHA technique allows several stations 1o share a
single communications channel. However, there is no central control over the channel, nor
is there any synchronization among the stations which share it. Channel access is gained
on a contention basis, If a station has traffic, the station transmits immediately, without
any coordination with the other stations; moreover, rather than use only a part of the
channel capacity, the station utilizes all of the available bandwidth. If, during the packet
transmission time, no other stations transmit, the transmission is successful.* If, however,
two or more stations attempt transmission at the same time, none of the transmissions
succeeds, and each station must retransmit at some future time. See Figure 4.1 for an
example of how pure ALOHA works,

There are two ways to detect the success or failure of a transmitted packet. One way
is to design each station so that it can hear ifs own transmission; if the fransmitting sta-
tion recejves its own packel correcily, it assumes that no conflict with other packeis
occurred, and hence, that the packet transmission was successful. An alternative scheme,
based on the use of positive acknowledgments, is used in the implementation of random
access ALOHA at the University of Hawail. A station, upon transmission of a packet,
initiates a time-out; if, at the expiration of the time-out, no acknowledgment is received
from the station to which the packel was sent, the originating station retransmits the
packet. {In the Hawaii implementation, acknowledgments are seni over a second broad-
cast channel.)

*We are ignoring random noise errors.
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Fig. 4.1—Pure ALOHA Random Access: an example
[Abramson, 1973b, p, 510]*

*This notation is used to indicate the source for a given
figure.

An important parameter in the design of a pure ALOHA system is the retransmission
interval, In the University of Hawaii implementation, each station is assigned a fixed but
unique retransmission interval. If the number of stations is quite large, such a scheme
may be impractical, since those stations with large retransmission intervals will consistently

Avriawine an lamany dalowve  Aw altarmativa g far aanh ctatinm tn randnmive tha lanoth of tha
CARMCLICLILT IUVIHETL UtTidyd., 3l cHllidiliyie o LU bavldl Dualiisill g Doliuirillioy WA dellgm il W74 uhats

retransmission interval each time a packet transmission is required.

4.2 Analysis

The model of station traffic assumed in the analysis of the pure ALOHA technique.
is called the infinite population model, which consists of a large number of ‘“‘small” users.
A small user is defined as one whose average data rate is small relative to the channel
transmisgion rate. The combined input of all users constitutes the input source to the

communications channel. In our review of the analysis, it is useful to distinguish between
two kinds of packets: a) “new” packets, and b) “repetitions” or retransmissions of pack-

ets which suffered a collision.

Consider S, the average rate at which the input source generates new packets, émd
G, the average rate at which both new packets and repetitions are transmitted over the :
channel. G is called the average channel fraffic. The following assumptions are made:about .
the channel input process and the channel traffic process:

(a) Each is an independent process.

(b) Each is Poisson-distributed.

(e) Each has a stationary probability distribution,
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We define the channel throughput rate as the rate at which successful packet transmissions
are received and the channel capacity as the maximum throughput rate. To find the rela-
tﬂOﬂSth between the channel throushniut and the channel traffie eanilibrium econditione

,,,,,,, VAR RLAIGASEILS SSLAMAMSA Y alla AT LAISAMRARL VIOALIN, THRRIAIRLIRRAL LIRAINNS

are assumed {assumption {¢} above). Equilibrium sclutions are defmed as those values of
S and G such that the channel throughput rate is equal {o the channel input rate.

Based on the above assumptions, it can be shown [Abramson, 1978 a & b} that
8§ = Ge2C,

Figure 4.2 iliustrates this relationship between the channel fraffic rate and the channel
throughput rate. By differentiating the above equation with respect to G, we can show
that the channel capacity is

Spay = % ~ 0.184.

i

Thus, under pure ALOHA, channel utilization is restricted to about 18%.

The analytic results presented above arve based on the assumption of eguilibrium
conditions. However, as pointed out by Lam [Lam, 1974] in his study of slotted ALOHA
{a variation of pure ALOHA), this assumption may not be valid. Because of stochastic
fluctuations in the channel input, channel saturation may occur; ie., an increase in new
arrivals may decrease the channel throughput which, in tumn, produces an increase in the
channe! {raffic. Rapidly, the channel is filled with collisions and retransmiiied packets,

and the channel throughput vanishes to zero. This instability problem is further explored
‘in Section b.

Unlike slotted ALOHA whose performance has been studied extensively {see Lam
[Lam, 1974], for example), the performance analysis of pure ALOHA completed to date
is still quite limited. The analysis of the delay performance of this fechnigque as well as
its time-dependent behavior have not been explored.*

4.3 Simulation

Simulation has produced excellent agreement, with the analysis for 8, the average

inout rate, less than 0,15 TBortels 1Q‘7fﬂ For larger values of 8, the system becomes

Ay 1all, 1050 Il LA WD, £ e dlipgTa [R5 Y Sutail

unstable.

4.4 Discussion

In contrast {¢ more conventional mulliplexing technigues, the pure ALOHA scheme
is attractive because of its inherent simplicity. Moreover, the cost of implementing this

*Recently, a report [Kobayashi, 1976] has become available which presents major new results for the per-
formance of pure ATL.OHA. Unfortunately, time considerations preclude the incinsion of these results here.

10
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Fig. 4.2-~Channel traffic vs channel throughput for a pure ALOHA channel

scheme is low relative to the implementation costs of alternative techniques. An ad-
ditional advantage of the ALOHA protocol is that, in contrast to synchronous time-
division and frequency-division multiplexing systems, an ALOHA station uses no pari of
the channel capacity when it is idle; when the station has traffic, however, its transzmssmn

may utilize the entire bandwidth of the channel.

A discouraging aspect of the ALOHA technique is its low channel capacity; the
maximum channel utilization is less than one-fifth. An even more serious problem in -
some applications is the inherent instability of such a system. Unfortunately, there is no
mechanism in the pure ALOHA protocol to determine when the system is operating near
saturation. Hence, it is not possible to take action to prevent the system from saturating.

One variant of the pure ALOHA scheme, called ALOHA with capture, has been pro- -
posed by Roberts [Roberts, 1972]. A characteristic of radio receivers is that they can
receive several simultaneous transmissions and capture only one of them if the power of
that transmission is sufficiently stronger than the power of the others. This capture effect
can be used in a pure ALOHA system so that a packet collision need not prove fatal to
all of the packets involved. Thus, under a system with capture, one of the packets in-
volved in a collision may be received correctly. The result is a higher theoretical channel

capacity for an ALOHA system with the capture feature than one without it. For further
details see Roberts [Roberts, 1972],

walln st LDEl s VAR L UGy

11
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5.0 SLOTTED ALOHA RANDOM ACCESS

K1 Thacnuindine
G.x LAESCTIPRIGT

For the slotted ALOHA technigue, time is divided into “slots” such that the
duration of a slot is exactly equal to the iransmission time of a single packet. If a station
has a packet to send, the start of packet transmission must be synchronized with the
beginning of a slot. Thus, the slotted scheme is dependent upon the existence of a global
clock. Figure 5.1 shows how the slotted ALOHA scheme works. Note that under this
technigue, those packet collisions that occur overlap compietely,

- —

USER |+ R,
-

USER 3 “MIH"

-
e
i

USER 4

[ SUCCESSFUL PACKET TRANSMISSION
B TRANSMISSION CONFLICT
77T RANDOM RE TRANSMISSION DELAY

Hig B 1—Qlatind ATOAHA Dandnnm And
Lig. Cua” wnalinll  dasdvsdadia SRIIGUE LA

cess: an example [Lam, 1974, p. 11}

5.2 Analysis

Three different user models have been assumed for the analysis of the slotted
ALOHA technique: the infinite population model, the large user model, and the finite
population model. Each model, along with its analytic results, is deseribed below.

5.2.1 Infinite Population Model: Equilibrium Solution

An initial result of Roberts® analysis { Roberts, 1972] of slotted ALOHA concerng
channel capacity. The analysis is based on the infinite population model described in
Section 4 and uses the same three assumptions about the channel input process and the

channel traffic process, i.e., Poissonness, independence, and stationarity. If 8 is the average
inputl rate and 7 is the average traffic rate, it has been shown [Roberts, 1972] that

8 = Ge©
with the maximum throughput on the channel equal to

S = -jé- = 0.368. {5.1}

max

i2
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Note that the theoretical capacity of slotted ALOHA, 1/e, is twice that of pure
ALOHA, 1/2e (Figure 5.2). An intuitive explanation for this factor-of-two increase follows:
In pure ALOHA, a given packet will collide with another packet if there is a packet trans-
mission beginning within 7 seconds before or after the start time of the given packet,
where T is one packet transmission time. In slotted ALOHA, if two packets collide, they
will overlap completely. Hence, the vulnerable period for a packet in pure ALOHA IS 2T
and for slotted ALOHA is 7.

ALOHA CHANNELS

CHANNEL THROUGHPUT S

|
o.n (oA 1 10 100
CHANNEL. TRAFFIC G

Fig. 5.2—Channel traffic vs channel throughput for pure ALOHA and slotted
ALOHA [Tobagi, 1974, p. 25]

The model used in Roberts’ analysis fails to distinguish between new packets and
previously collided packets. A more accurate model, suggested by Lam [Lam, 1974], de=
fines a small user as one with buffer space sufficient for storing up to ore packet. Then, o
if the buffer is empty, the user generates a new packet with probability a; if the buffer
is not empty, the user is blocked until the buffer’s contents have been successfully trans-
mitted. The analysis by Roberts also neglects an important system parameter, retrans-
mission delay, which is defined as the time from a packet’s collision in the channel to its
subsequent retransmission. By extending the analysis to include retransmission delay and |
by distinguishing between new and previously collided packets, it is possible to gain in- :
sight into the throughput-delay tradeoffs associated with the slotted ALOHA technique, =

Assume that the retransmission delay is distributed randomly and uniformly over K -
slots. Thern, define g, as the probability of a successful packet transmission, given trans-
mission of a new packet, and ¢; as the probability of a successful packet transmission,
given the transmission of a previously collided packet. Lam has shown [Lam, 1974] that

G K
oot 8 o] s

13
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and

-GiK -
g = & K_ o=@ oGIE G 6K 5
¢ 1-¢C K

The relationship between the channel throughput and the channel traffic is given by

s

8§ =0G———— .
g +1-q,

Note that

thu ing §
mfmlt verage elay.

ia
¥
¥

The average delay D incurred by a packet is defined as the sum of the channel prop-
agation delay, the packet transmission time, and the average retransmission delays. Let R
represent the channel propagation time.* Then D can be expressed in slots as

+
D=R+1+E(R+K21)
where E is the average number of retransmissions per packet and (R + (K + 1)/2) repre-
sents the average retransmission delay.

Let g represent the probability that a packet is transmitted successfully. Tt has been
shown [Lam, 19747 that

_ 8 _ q:
g=s — = —— .,
G g;+1-q,

In Figure 5.3, g iz plotied as a function of K, the number of retransmission slots, for
several different channel traffic rates. Note that if we fix the traffic rate G, then g
rapidly approaches its theoretical limit of €% Note further that for a fixed K, ¢ increases
as ¢ decreases,

While Figure 5.1 shows the channel throughput/channel traffic relationship for the
limiting case of slotted ALOHA (ie., for K = o), Figure 5.4 illustrates this same relation-
ship for several finite values of K. Recali that under the assumption of equilibrium condi-
tions, the channel throughput rate is equal to the channel input rate, If we fix G, then
the throughput rate and K increase together, with the maximum throughput equai to

*For a satellite channel, R typically will have a duration of several slots, whereas for a ground radic channel,
R will be restricted to a fraction of a slot, For the results given, the channel is assumed to be & satellite
channel, and R has been assigned a value of 12 slots,

14
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Fig. 5.3~Slotted ALOHA: probability of a successful transmission as a function of K {Lam,
1974, p. 48]

Ge G at K = =, Note that the maxxmum throughput occurs at G =1 for each K, angd
channel capacity approaches e™* as K approaches infinity.

In Figure 5.5, the tradeoff between throughput and delay is shown. Throughput-
delay equilibrium contours are drawn for fixed values of K; the minimum envelope of
these contours shows the optimum channel performance for this technique. Note that
near the maximum throughput for a particular K, a small increase in throughput is ac-
companied by a very large increase in delay.

5.2.2 Infinite Population Model: Time-Dependent Analysis

In [Lam, 1974], an exact mathematical model of a time-dependent slotted ALOHA
channel is given. Using only the independence assumption for the input process, Lam has

derived a complicated transform equation to characterize the time-dependent behavmr of

the channel. Unfortunately, no simple solution to that equation has been fu..md

To obtain an approximate solution, Lam makes the further assumption that the
channel traffic is independent within any K slots. He is then able to derive a difference
equation which provides an approximation of the dynamic behavior of the channel sub-
ject to time-varying inputs. Lam uses this approximation to study the effect of time-
varying inputs on channel stability, and concludes that the approximation results agree
very well with the general trend of the simulations done on the performance of slotted
ALOHA. That is, the assumption of equilibrium is valid for only a finite time period be-

yond which the channel saturates. Further details of the simulation results are n‘rpgpnfpd :
in Section 5.3.

15
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THROUGHPUT (PACKETS/SLOT)
& 8 ¥

-
<

05 \

o ] 1 P 1.1 1§ i i i |
A .2 3 A 5 § 7 890 15 20 A0 40 506G
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Fig. b.4—8lotted ALOHA: channel traffic vg channel throughput for different
values of K [Lam, 1974, p. 0]

5.2.3 Large User Model: Analysis

A second model studied in connection with the slotted ALOHA technigue is the
“large-user’ model, in which there exist two different sources of {raffic; one is called the
background source and the other is referred to as the large-user source. The background
source operates exactly like the infinite population model described earlier; in that model,
the user population is composed of a large number of small users, each of whom has
storage for only one packet. The second source of packets in the large-user model is a
single, large user who is assumed to have infinite storage for packets as well as scheduling
capability. Unlike the background source, the larger user does not attempt simultanecus
transmission of packets with itself. Instead, this user can queue packets and then schedule
their transmission according to some priority rule.

For a slotted ALOHA system with a fixed average input rate, one can compare the
maximum throughput achievable with the large population model with that possible with
the infinite population model. The channel capacity can be significantly greater for the
large user model, since the large user can gueue simultaneous demands from its input
sources and thus reduce the number of collisions in the channel.

For the analysis of this model, let S; and G, represent the average input rate and
the average traffic rate, respectively, for the background source, and let 5y and G, rep-
resent the corresponding parameters for the large user. Assume that the two channel
input processes—one for the collection of small users and one for the larger user—-are

16
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Fig. 5.56—Throughput-delay tradeoff for slotted ALOHA [Lam,
1974, p. 51]

independent, each with a stationary Poisson distribution. Make the same assumptlon about
the two traffic processes. Let S represent the channel input rate where

S = Sl + S2
and let G represent the channel traffic rate with
G = Gl + G2 .

The equilibrium solutions for this model [Lam, 1974] are similar to those obtamed
for the infinite population model:

d1¢
S = ¢y ——m
1 gy +1-qq,
and
5. =G do¢
2 2 g3+ 1-qy,

17
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where q;, and ¢;; (i = 1, 2} represent the probability of success of a new packet or a pre-
viousity collided packet, respectlvely

The average packef delays for the two classes of users are given by

+
D, =R +1+ El[R-i- S 1] {small user)
n = B 4 1 A.E‘fD+K+1-I.L{!;‘ + R P\L+;{ flammgn 330anl
uz FE * E ¥ .Lzz!-z.lr 4 2 -I' ‘un uzut; 2 {uus CJ.;

where E and E, are the average number of retransmissions per packet for the small
users and the large user, respectively; E, and E; are the number of reschedules per packet
transmission at the large user conditioned on a new packet and a previously collided
packet, respectively; and {L + 1)/2 is the average rescheduling delay.

The limiting channel throughput rate is
S = (G-G1Gy)e %1,

From this equation, it can be further shown that, given either 8; or 83, § is maximized if
G = G]. + G2 = 1.

Figure 5.8 provides a diagram of the three-dimensional surface for § as a fin ction of
G4 and G4 for the 1imiting case. In Figure 5.7, the maximum throughput contorr at

Fal Far Ty oo Amrmntrant wrnliins ~F

&y + uz = 1 is shown. In auulh‘luu, several uu.u‘uguyub contours for constant values of
(71 are given. Figure 5.8 illustrates the throughput-delay performance at 8y = 0.1, where
D, the average delay on the channel, is defined as (S;D; + 83D0,)fS. Note that, if one is
willing {o drive the input rate of the small users down to 0.1, the channel throughput
increases $0 a maximum of approximately § = 0.52. However, this gain in maximum
throughput is accompanied by increased delays, especially for small users.

Figure 5.9 shows the optimum throughput-delay performance contours for various
values of §;. With values of S; less than 0.1, significant gains in maximum throughput are

mada Thae anhenluts antimnm rhannel narformasntns s ahtsinad whan the channal 10 mnd.
AIRAT,: 1Ll GQDVIUVC UPUEIMIAL LAt ity PULIUFi LG i 0 USLRIEILTY FRIITIL LUT LAEGUIIIVE 0 VRS

eled as a single-server queue, i.e., when §; = 0 and only the large user is generating traffic.
In this case, a channel throughput rate arbitrarily close to unity is achievable. Note that a
continuum of throughput-delay tradeoff performances exist between two extremes—the
single-server queuing model at one end and the infinite population model on the other.

5.2.4 Finite Population Model: Analysis
The “finite population” model! is a third model for which the slotted ALOHA tech-

nique has been analyzed. Here, all users are large; hence, each user has the buffering and
scheduling capabilities associated with a large user.

i8
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Fig. 5.6—8lotted ALOHA: throughput sur-
face for the large user model [Lam, 1974,

p. 63]
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Fig. 5.7—Slotted ALOHA: al- .
lowable throughput rates for:.
the large user model [Lam, . .
1974, p. 63)
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Fig. 5.8—Slotted ALOHA: throughput-delay tradeoff at §; = 0.1
for the large user model {Lam, 1974, p. 65]
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Buppose that the finite population consists of M large users. Let 84, 85, ..., 8y
represent their channel input rates and let G|, G,, ..., Gy represent their channel
traffic rates, Then, the equilibrium values of 8; and &; are given {Lam, 1874} by

M
s5=6¢ [ a-6) G =12 ..,M
J=1,j#¢
It has been shown [Lam, 1974] that the boundary of the M-dimensional region of allow-
able input rates is defined by

Gl' = 1.
=1
200
O SHEULATION LARGE USER MODEL
A
e hY
8, =0
Gy =0
¥ -
100 = 1 §, =
. : 02 81 005 8.0%
£ | '
& INFIMTE |
» b PoPULATION |
4 MODEL ;
3 B \\'
=
g i
« ] f
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i }
2 /]
o = }
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>
a I3
o]
) 2
20 |~
133 \S
ABSOLUTE OFfIMUM PERFORMANCE
10 i 1 1 i i
o .2 4 8 a 10

THROUGHOUT (PACKET/SLOT:

Fig. 3.9—Slotted ALDHA: optimum throughput-delay frade-
offs for the large user model [Lam, 1974, p. 67]

Consider the following special case of this model. Suppose there exist two groups of
users with My users in group 1 and My users in group 2. Suppose further that S, /M, and
G4 /My represent the input rate and traffic rate for each user in group 1 and that S, /Mg

20
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and G4/M, are the corresponding parameters for each user in group 2. The M equatmns §

given above become
( G)Ml—l ( Gz)M2
8, = Gy1\1- 1‘_4; 1- ]d’;

Gy\My -1 [  Gy\M,
82=G2 - i1-

and the boundary of allowable input rates is

G1+G2=1.

Then, maximum throughput contours for various values of M; and M, can be computed '
Figure 5.10 gives several examples of these contours. Note that the special cases. (°° o).
and (oo, 1} correspond to the infinite population model and the larger user model respec-.

tively.

8 M, USERS IN GROUP 1
M, USERS IN GROUP 2
M, M,)

Fig. 5.10—S8lotted ALOHA: Allowable throughput rates for the
finite population model [Lam, 1974, p. 72]
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5.3 Simulation

Simulation results for the slotted technique have been obtained for all three user
models [Lam, 1974]. In each case, the analytic and simulation results agree very well,
with one important exception, For all three models, simulation has shown that the equi-
librium assumption is valid for only a finite time period beyond which the channel goes
into saturation. Each simulation run behaves in the following manner. Starting from an
empty system, the system stays in equilibrium for a finite fime period until stochastic
fluctuations give rise to an increased traffic rate. This produces an increase in packet col-
lisions which in turn causes a further increase in the traffic rate. As this vicious cycle
continues, the channel is filled with collisions and retransmissions, and the channel
throughput rapidly vanishes to zero. The length of time the system stays in equilibrium
depends upon both § and K. As one would expect, this time period increases with a
decrease in 8 or an increase in K, Ag an example, for the simulation run with § = 0.35
and K = 15, the channel stayed in equilibrium for only 3000 time slots and then rapidly
saturated.

In Figure 5.11, several simulation points which show the relationship between packet

delay, S, and K are given for the infinite population model. The simulation and analytic

60 ~

50 |-

8
]

AVERAGE PACKET DELAY (SLOTS)
8 8
T I

- ; UNITAUM POINT SIMULATION DATA
D 5-D15 028
L ® 5-020 0.30

PR ST O P N

1 2 4 8 8 10 20 3G 40 66 190
K

[=]
-

Fig. 5.11—Slotted ALOHA: average packet delay vs X {Lam,
1974, p. 52]
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results agree very well; however, the highest § shown is only 0.3, since if S exceeds that
figure, the channel saturates very quickly.

Figure 5.12 shows the throughpui-delay performance predicted by simuiation for the
finite population model and populations of 2, 3, 5, and 10 users, Note that when. the
user population is 10, the results are very close to those of the infinite population model,
and the large-user effect is minimal.

5.4 Discussion

As discussed above using a slotted technique with the small users of the infini :

retically support a channel utilization of up to 36%. In the large-user model, th 3 ),
mum channel throughput can be increased even further, £

However, the increase in channel capacity associated with slotted ALOHA is accom~ ‘
panied by some sacrifice with respect to the simplicity of the technigue. Unhke pure’
ALOHA, the slotted scheme requires a global clock for synchronization of user packets
into slots. Providing this synchronization is not a trivial problem.

As with the pure ALOHA scheme, slotted ALOHA has a serious problem: with insta-

bility. If channel utilization is close to its theoretical capacity, the chanmel satur?tes w1thm _
a short period of time. As with the pure ALOHA scheme, a user has no positive way-
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Fig. 5.12—Slotted ALOHA: Throughput-delay tradeoffs for
the finite population model [Lam, 1974, p. 73]
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of recognizing when the channel is operating in a dangerous zone; hence, the users cannot
take action to control transmission in the channel and thereby prevent saturation.

A variant of pure ALOHA, called pure ALOHA with capture, was mentioned in
Section 4.4. A siotted ALOIIA system with the capture feature has also been described
and analyzed. See {Roberts, 1972] for details,

6.0 SLOTTED ALOHA WITH DYNAMIC CHANNEL CONTROL

Like other contention schemes, the slotted ALOHA technique (see Section b) is
vulnerable to unstable behavior and channel saturation. In applications where a minimum
level of channel performance is required, such behavior is unacceptable. To deal with the
problem of instability under femporary overload conditions, the use of dynamic control
procedures has been proposed [Lam, 1274] (see also [Kleinrock and Lam, 1975a; Lam &
Kleinrock, 1975]). These procedures are designed fo convert an unstable channel into a
stable one by requiring each user to take action to prevent channel saturation. The action
taken may assume 3 variety of formg,

Three of the control procedures that have been suggested [Lam, 1974] require all
users to monitor the channel’s behavior; i.e., each user must keep track of recent channel
transmissions {both successiul and unsuccessful} as well as empty slots. When the number
of backlogged users (i.e., users with packets which have suffered one or more collisions)
exceeds a certain threshold value, each user is required to take action to reduce the rate
of {ransmission attempts. The Input Control Procedure {ICP) is one type of control pro-
cedure which has been proposed. ICP requires all users to reject new packet transmission
requests once the threshold value is exceeded. When the channel retums to a “safe” level,
users may again accept new packets for fransmission. A second procedure is the Retrans-
mission Control Procedure (RCP), under which the number of retransmission siots K is
increased as soon as the number of backlogged packets becomes excessive, When the chan-
nel activity is reduced sufficiently, K is decreased to the value which it held prior to the
traffic surge. A third procedure, called the Input-Retransmission Control Procedure
{IRCP)}, calls for the application of both ICP and RCP.

Since it is impossible for all users to have perfect knowledge of the recent history of
the channel, Lam has proposed a hedaristic procedure [Lam, 19741 that allows each user
to estimate the number of backlogged packets based upon observations of channel
activity for W consecutive slots. Using this estimate, ugers may decide when to take the
action specified by a given control procedure, Algorithms which implement a control pro-
cedure using this estimate of the channel status are referred to as econtrol-estimation or
CONTEST algorithms,

In addition o the procedures described above, & fourth control procedure called
heuristic RCP has been proposed [Lam, 1974]. Under heuristic RCP, a user with a back-
logged packet uses a retransmission interval K = K_ . where m is the number of times
the given packet has been refransmitted and X, is a monotone nondecreasing function in
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m. Thus, under heuristic RCP, as channel traffic increases, the retransmission delays-of
backlogged packets also increase, and the risk of channel saturation is reduced:. Smce i
requires neither monitoring of the channel history nor estimation of the channel state

tlrus procedure is 1mplemented more easily than the procedures described above

6.2 Analysis

To evaluate the effect of dynamic control procedures on an unstable channel, Lam

has formulated the following model of slotted ALOHA [Lam, 1974] (see also [Kleinrock- . .

and Lam, 1975b]). A similar model has been reported by Carleial and Hellman [Carleiall
& Hellman, 1975]. In Lam’s model, each of M users is in one of two states: thmkmg“ or
blocked. In the thinking state, a user generates a new packet in a given time slot ‘
probability o. A user in the blocked state is one who has a backlogged packet ‘thi
remains blocked until the backlogged packet is transmitited successfully. “'-

Let Nt be a random variable that represents the number of backlogged users at time
t. Let St represent the channel input rate (i.e., the average rate at wh1ch new packets are
transmitted over the channel) at time {. Then S can be expressed as ¢ = (M - Nt)o It M
and ¢ are assumed to be time-invariant, then N* is a Markov chain with stationary tran-
sition probabilities. See [Lam, 1974] for the one-step state transition probabilities.

Consider (Nt, §) in the two-dimensional (n, S) plane. Since M and o are constant,
the points (N, 8t) must lie on the line 8¢ = (M - N*)g, which is called the “channel load
line.” For a fixed K, there exists in the (n, S) plane an “equilibrium contour,” defined
as the locus of points such that the channel input rate is equal to the expected channel -
throughput rate. Equilibrium contours for several values of K are shown in Figure 6. 1

Given the above Markovian model, it is possible to describe stable and unstable chan- ‘
nels [Lam, 1974]. The channel load line and the equilibrium contour for a given channel
may intersect at one or more “equilibrium points.” A slotted ALOHA channel is defined. -
to be stable if the intersection of its channel load line and equilibrium contour consists -
of exactly one (equilibrium) point. Qtherwise, the channel is said to be unstable.

In Figure 6.2, a stable channel and an unstable channel are illustrated. The arrows .
on the channel load lines indicate the directions of flow predicted by the approximation”. ;.
derived in the time-dependent analysis of slotted ALOHA [Lam, 1974]. In the figure,.the: -
arrows point toward a decreasing backlog when the throughput rate is greater than the .=
input rate, and an increasing backiog when the throughput rate is less than the lnput rate.
Several equilibrium points are shown; each point that serves as a sink for the drift of W*
is referred to as a stable equilibrium point, while a point that acts as a source is caIled an -
unstable equilibrium point. :

Shown in Figure 6.2(a) is the channel load line for a stable channel. The sole equilib-
rium point (ng, Sy) is stable and is called the channel operating point; N* will tend to
drift toward that point. Note that if the number of users M is finite, it is always possible
to construct a stable channel by making the number of retransmlssmn slots K sufficiently
large (Figure 6.1.).
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Fig. 6.1-Slotted ALOHA: equilibrium con-
tours on the (n, S} plane [Lam, 1974, p.
108}

Figure 6.2(b) shows the channel load line for an unstable channel., In addition to the
desired operating point, there is an additional stable equilibrium point, the channel
saturation point, with a very large backlog and virtually zevo throughput. A third point
at n = n, is an unstable equilibrium point since the flow is away from it. An unstable
channel behaves as follows. Starting with an empty system, the channel performance
initially is in the neighborhood of the channel operating point (ng, Sg). After a finite

CHANNEL
SATURATION
M CHANNEL M FOINT
OPERATING CHAMNEL
FOINT — OPERATING
) POINT
T'Jc -
1
1+ "Q L
1 k] 3
S, Sy
{s} A STABLE CHANNEL {b} AN UNSTABLE CHANNEL

Fig. 6.2—A stable and an unstable slotted ALOHA channel
{Lam, 1974, p. 108]
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time period, the channel backlog N* crosses the unstable equilibrium point at n = 7,

Once this occurs, N¥ moves toward the saturation point, where the backlog 1ncreases 51g«
nificantly and the throughput vanishes. When N? reaches the saturation point, the channel
has failed.

Given an unstable channel, there are various ways to convert it into a stable channel
one is to decrease M, the number of users, while another is to increase K, the: number of '
retransmission slots. However, each of these alternatives has serious dlsadvantages
the former restricts channel utilization significantly, the latter may increase pack
to an unacceptable level. A third solution is the use of dynamic control procedures : uch '
as those described above. '

A brief description of how the ICP, RCP, and IRCP would be ap plied to ﬂnp'.._

42 LIITL AL LES L mussL g LRAAfa AANRA WY Naata RPN it

Markovian model of the channel presented above follows. These examples use a “control
limit” policy that works in this manner: Assume a number of states 0, 1, 2, ... Mand .
two actions @, and ay. Let 7 represent the control limit. Then, if s is the cur'gentstéte, .

for 0 < s < n, take aq
forn +1<s<M, take aq
For these examples, the state is equivalent to N, the number of backlogged users at time

L.

In Flgure 6.3(a), the apphcatlon of the control limit policy is illustrated for ICP. If
Nt <7, then St = (M - N)o; if Nt > # n, then 8¢ = 0. F1gure 6. 3(b) shows the application of
this policy for RCP. If N* < #, then K = Ky, and if N' > A, then K = Kc For IRCP, two con-
trol limits #; and A, exist with f; < fiy. IRCP works as follows. For 0 < N! < 7 < iy, all new
packet; fransmission requests are accepted and a retransmission interval K = K; is used. For .

fiy <Nt <7 < Ny, all new packet {ransmission requests are accepted, but K = K. For &

> fg, all new packet transmission requests are rejected and K is set equal to K,. _;-:

Lam has formulated a second model that allows the cost of contro} procedﬁtés.’;such
as ICP and RCP to be determined [Lam, 1974]. He shows that an optimal control policy

(b}

Fig. 6.3—Controllimit policy examples [Lam 1974, p. 149];
(a) ICP and (b) RCP
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exists which maximizes the channel throughput and minimizes the average delay simul-
taneously. Lam also presents an efficient algorithm called POLITE that, given a channel
load line and a dynamic control procedure, finds the optimal control policy and com-

st tha ~ntimizziee slhnaman ol waafmuen nee nn 2ee oeos

i..!u.ut:n LLAC AFRFLIIILLENL Crianiiel Piliviillodive ifieasures.

The throughput-delay performance of a slotted ALOHA channel operated under the
iCP and RCP control limit policies has been analyzed by Lam [Lam, 1974}. This analysis
assumes a satellite channel with a propagation delay of 12 slots and that users have per-
fect knowledge of the number of backlogged users. The operating value of X is 10 slots,
since this value gives a channel operating point close to the optimum. Each channel load
line used in the computations is specified by M, the number of users, and an operating
point {ng, Sp). The operating points used in Figures 6.4-6.8 are {4, 0.32} and (7, 0.38).

In Figures 6.4 and 6.5, the channel performance of the ICP and RCP control lmit
policies for M = 200, Sy = 0.32 and 0.36 is shown. For both ICP and RCP, a single con-
trol limit maximizes throughput and minimizes delay. Note the flatness of the curves,
especially for 85 = 0.32, near the optimum performance point. This flatness implies that
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Fig. 8.4—8lotied ALOHA: channel performance vs ICP contrel limit for M =
200 [Lam, 1974, p. 188]
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Fig. 6.5—Slotted ALOHA: Channel performance vs RCP control limit for
M = 200 [Lam, 1974, p. 189]

some margin for error exists; i.e., if, as in practlcal systems, the users’ knowledge of the
number of backlogged users is unperfect it is still possible to achieve near optimum
throughput-delay performance.

In a practical system using RCP, the values of M and ¢ will vary in time. Thus the

value of KC' the niymher of retrancmisgion clnf’e used whon the control limit is nvnanﬂnr‘

Aazpliv ALy

must handle a range of user input rates and/or population sizes. Flgure 6.6 shows how:
the value of K, affects delay performance. Note the disastrous effect on delay that occurs
when K, is too small. Making K, overly large, however, may cause a significant increase
in average packet delay. Figure 6 5 shows the degradatlon in channel performance that
takes place when K, = 200 as opposed to K, = 60.

In Figure 6.7(a), the optimal control limit for ICP and RCP is shown for different

values of M. Increasing the number of users M has minimal effect on the control limit for
ICP. T F‘uﬂn-n [ "Hh\ cshows the effect of 2 nhnnrfn in Mon nnnl{ni- r‘nlgw RCP prct'rides
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Fig. 6.6—RCP channel performance vs K [Lam, 1974, p. 186]

slightly betier delay performance than 1CP, except when M becomes very large. Optimum
throughput-delay tradeoffs for fixed M are shown in Figures 6.8 and 6.9 for ICP and

RCP, regpectively,
? e oF

The optimum control limit for ICP is 22, For both ICP and RCP, the optimum
channel performance i3 very close to that of the infinite population model. In fact, the
optimum throughput-delay performance for the case M = 50 is superior to that of the
infinite population model. This is because a user population of 50 gives rise to a stable
channel and hence performance al the operating point is achieved.

Sinee IRCP enforces control policies for both ICP and RCP, its performance should

}'u:l as r!nn(“ ag or I’\G++ﬂ? +hﬁﬁ +hnt mvann ey TpD nnﬂ ﬁﬂ Tww Fank i1m tha nasos that bhass
s gur 0.3 U L 181 URE% BIVSAL Yy A T fbwsl . 111 10Uy, 1l WD L aoos N.J.G.k LAV

been analyzed, IRCP consistently gives the best performance. See Table 6.1 for a com-
parison of the performance of the three procedures.

6.3 Simulation

Lam [Lam, 1974] has reported simulation resuits {a) for ICP and RCP using opiimal
control policies and assuming perfect channel state information {b) for the CONTEST

alnmthm 11cing Antinsal TOD nv\r] POD rnAaliniaa o Faw hin atia DOD
5UAAuluLA P Cplliiia: ior U LK yullulou, ana '\!..} Hia )y 155“1&3!}&& LK .

30



OPTIMAL, CONTROL Limit

)

AVERAGE PACKET DELAY (810715

NRL REPORT 8035

25
r Sc =0.32
L ]
D\*o-——o——-%’
N P
L ]
.36 0_*07. —-0-——_0
.
®
15 /
o.m [ Fat-]
0.36 o fn‘;
10 ' —
o 100 200 300 400




HEITMEYER, KULLBACK AND SHORE

200 —

150 K,=10

109 -

80 -
76 —

B0

40

30 —

AVERAGE PACKET DELAY (SLOTS)

20+

-
-

15 == -~ \
INFINITE POPULATION

MOGEL

10 : i ¢ i .
A 2 3 0.37

Sﬁut

Fig. 6.8—Slotted ALOHA: ICP optimum throughput-delay trade-
offs at fixed M [Lam, 1974, p. 198]

channel. Shown in Table 6.2 are the resulls of a simulation run in which heuristic RCP
was applied to a heavily overloaded channel. For 200 time slots {the time period 1001-
1200 in the table), an input rate of one packet per slot was applied to the channel. The
algorithm was able to handle the serious {raffic overload that resulted. Whereas, in an
uncontrolled channel, the throughput rate would vanish under such heavy traffic; under
this control procedure, a throughput rate of around 30% was maintained in spite of the
overload. Moreover, within 3000 {ime slots, channel operation had returned to nearly
normal. Simulation studies have shown similar behavior for IRCP.

6.4 Discussion

To be ablz fo guarantee an acceptable level of system performance in a random
access system, some form of dynamic channel control is required. The above discussion
shows that in addition {o preventing channel saturation, the application of these policies
allows channel performance very close to the theoretical optimum. It should be empha-
sized, however, that these procedures are designed to handle temporary rather than long-
term increases in the channel inpuf. Since, in practical systems, the channel input may
vary considerably over long time periods, the use of additional control mechanisms may

be necessary.
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Fig. 6.9—Slotted ALOHA: RCP optimum throughput-delay tradeoffs at
fixed M [Lam, 1974, p. 197]

Of concern in the choice of control schemes is the difficulty of implementation.
Heuristic RCP is clearly more easily immplemented than the ICP and RCP policies, which

reqguire estimation of the channel gtate,
SQuUIre eslimatior

Recall that for the infinite population model, the theoretical maximum throughput
rate which can be achieved on a slotted ALOHA channel is still only 36%. It mustbe "
emphasized that dynamic control procedures do not increase the throughput rate achiev-
able on the channel from its theoretical maximum. These procedures reduce s1gn1flcantly
the risk of channel saturation.

The slotted ALOHA scheme is not the only scheme with which dynamic control
procedures may be used. These procedures are equally effective with other contention .
schemes such as pure ALOHA and Carrier Sense Multiple-Access which, like slotted
ALOHA, are vulnerable to unstable behavior.
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Table 6.1 Comparison of ICP, RCP, and IRCP [Lam, 1974, p. 201]

Control M= 200 M =200 M =400 M =400
Parameter Scheme 5, =0.32 8y =0.36 8y =0.32 8y = 0.36
(K, = 60) {K. = 60) (K, =150} (K, =150}
fi ICp 22 i8 22 18
A ECP 18 17 23 22
{fiy, fig) IRCP (18, 586) {17, 43) (28, 118) (23, 81)
ICp 0.31778 0.34925 0.31807 D.34846
Syut RCP 0.31817 0.35217 0.31844 0.34715
IRCP 0.31817 0.35219 0.31844 0.34847
ICP 29.857 49.552 33.096 69.237
b RCP 29.085 44 802 31.608 73.588
IRCP 29.085 44,772 31.608 69.215

7.0 CARRIER SENSE MULTIPLE ACCESS (CSMA)

7.1 Description

In ALOHA systems, the major factor limifing channel capacity is the collision of
packets from different users. By decreasing the probability of a packet collision, a higher
channel capacity may be obiained, When the propagation delay belween any source-
destination pair is smail, such as in ground radio situations, the Carrier-Sense Muitiple-
Access {CSMA) technique can be used to help avoid collisions. This approach was
proposed and described by Tobagi and Kleinrock [Tobagl, 1974; Kleinrock & Tobagi,
1975a, bl. In CSMA, a uger attempts to avoid collisions by listening for the presence of

the carrier due to another user’s transmission, and then takes action based on the sensed
state of the channel.

Three different protocols, 1-persistent, non-persistent, and p-persistent CSMA have
been considerad, They differ in the action that a user takes after sensing the channel. In
all cases, when a user discovers that a transmission has been unsuccessful, it reschedules
the transmission according to a delay selected from a retransmission delay distribution.
At this randomly selecied fime, the user reinstitutes the specific protocol being used.
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Table 6.2—Simulation Run for Heuristic RCP Subject to Channel Input Pulse™® ¥
[Lam & Kleinrock, 1975, p. 903]

Throughput Traffic Average Avei'age

Time Period Rate Rate Delay Backlog
1-200 0.285 : ©0.395 19.8 2.1
201 - 400 0.320 0.390 16.3 1.2
401 - 600 0.255 0.425 22.8
601 - 800 0.290 0.475 26.1
801 - 1000 0.325 0.570 28.5
1001 - 1200 0.230 2.395 34.1
1201 - 1400 0.285 1.695 141.3
1401 - 1600 0.310 1.500 273.1
1601 - 1800 0.375 1.415 288.6
1801 - 2000 0.280 1.110 2246
2001 - 2200 0.360 1.240 2573
2201 - 2400 0.355 0.925 193.9
2401 - 2600 0.385 0.655 122.8
2601 - 2800 0.320 0.565 68.0
2801 - 3000 0.280 0.420 39.3
3001 - 3200 0.295 0.495 31.6
3201 - 3400 0.265 0.680 45.0
3401 - 3600 0.350 0.750 37.0
3601 - 3800 0.310 0.465 65.2
3801 - 4000 0.275 0.520 33.6
4001 - 4200 0.330 0.480 34.6
4201 - 4400 0.325 0.615 29.5.
4401 - 4600 0.370 0.525 38.6
4601 - 4800 0.260 0.705 44.2
4801 - 5000 0.375 0.720 63.5
5001 - 5200 0.350 0.635 41.7
5201 - 5400 0.285 0.475 29.3
5401 - 5600 0.316 0.510 30.4
5601 - 5800 0.290 0.425 24.1
2801 - 6000 0.305 0.490 28.7

* Average values in 200 time slot periods.

tInput parameters:
Number of terminals M = 400, propagation delay R = 12
For the time period 1 - 1000, input rate Mg = 0.3282
For the time period 1001 - 1200, input rate Mo = 1.0
For the time period 1201 - 6000, input rate Mo = 0.3232
Ki=10 K, =150 (m=>2)
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7.1.1 1-Persistent CSMA

This protocol is designed to achieve greater throughput by never letting the channel
go idle if there is a user terminal with a packet ready to transmit {a ready terminal}). In
this iechnique:

® If the channel is sensed idle, the terminal transmits the packet.

® If the channel is sensed busy, the terminal continues sensing the channel until the
channel goes idle and then immediately transmits the packet.

A slotted version of this protocol can be considered in which time is slotted with slot
size 7 = propagalion delay. All terminals are synchronized and transmissions are con-
strained to begin only at the beginning of a slot. If a terminal hecomes ready during some
slot, it senses the channel at the beginning of the next slot and then operates under the
above protocol.

7.1.2 Non-Persistent CSMA

The previous protocol tends 10 minimize channel idle time. However, if two or more
terminals find the channel busy, they all wait uniil the channel is idle, transmit, and suf-
fer a collision with probability 1.0. Non-persistent CSMA limits this interference but may
introduce idle periods. In this protocol

# If the channel is sensed idle, the ready terminal transmits the packet.

¢ If the channel is sensed busy, the ready ferminal schedules the transmission after a
random retransmission delay. At this new time, the terminal senses the channel and
repeats the protocol.

A slotted version of this protocol is also possible.

7.1.8 p-Persistent CSMA

The two previous protocols differ according to whether or not atiempted fransmis-
sions are rescheduled when the channel is sensed busy. The first proioco! does not re-
schedule, with probability one; the second does not reschedule, with probability zero.
The former reduces idle time with an increase in the chance of collision; the latter
decreases the chance of collision but can increase the channel’s idle time, The third proto-
col, p-persistent CSMA, has been proposed in order to take advantage of the good prop-
erties of each of the other protocols. This protocol uses a randomization parameter p,
where 0 < p < 1. Time is slotted, with the width of a slot being 7, the maximum propa-
gation time. In this technique

® If the channel is sensed idle, then

{a) with probability p, the ready terminal transmits.
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(b) with probability 1-p, the ready terminal delays the transmission for one
slot. If at this new point in time the channel is sensed idle, the same:pro-.
cess is repeated. If the channel is busy at this point, the terminal resched-
ules transmission in accordance with the retransmission delay distribution.

® If the channel is initially sensed busy, then the terminal waits until the channel is
sensed idle and at that peint operates as above.

For p = 1, this protocol is the same as 1-persistent CSMA.

7.2 Analysis

The results presented here can be found in [Tobagi, 1974; Kleinrock and Tobagl,
1975a, b). In the analysis, it is assumed that unsuccessful packet receipt by a station. is
caused by a packet collision and not by noise on the channel. In addition, all termmals are

assumed to be within hpn n'F..mﬂht range o of one another. The mfnn‘hnr} ‘ﬁrhern termlnnlc ars

hidden from the central station, necessitating repeaters and network cons1deratmns, has
not been considered. It is also assumed that a terminal may be receiving or transmitting,
but not both simultaneously; turnaround time, however, is considered to be neglxg;_ble.

The traffic source is considered to consist of a very large number of users who col-
lectively form an independent Poisson source with a mean packet generation rate of A
packets/second. Each user delays retransmission of a previously collided packet by s
random time whose mean X is assumed to be large compared to T, the packet frans
sion time (packets are assumed to be the same length). Furthermore, it is assum
the process defined by the start times of new packets as well as prewously collided:
packets is a stationary independent Poisson process. In addition, each user is assumed to
have at most one packet requiring transmission at any given time.

The analysis, as with pure and slotted ALOHA, considers the relationship between S,
the average channel throughput, and G, the average channel traffic (new packets plus col-
lisions). Basic equations for S are derived in terms of G and a = 7/T, where 7 is the maxi-
mum source-destination propagation time and T is the packet transmission time. The
equations can be found in the references cited. The maximum throughput for an access: .
mode is defined to be the capacity of the channel under the specified mode. Table 7.1
summarizes the channel capacity for the various protocols considered (¢ = 0.01 is used)
Pure and slotted ALOHA are included for comparison.

In Figure 7.1, 8 vs. G is plotted for all the above protocols.

While the capacity of a pure ALOHA or slotted ALOHA channel is independent of
the propagation delay, the CSMA channel capacity is dependent on e = 7/T. In Figure"
1.2, channel capacity for the various protocols is plotted as a function of a. For a value

of a close to 1.0, slotted and even pure ALOHA are superior to CSMA, because decisions:
based on partially obsolete data are deleterious,

Figure 7.3 is a comparison of the various access modes in terms of the average num-
ber of transmissions required per packet, which is proportional to the average delay.
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Table 7.1—Channe! Capacity for Various Protocols
[Kleinrock and Tobagi, 1975b, p. 1433]

Protocol Capacity C
Pure ALOHA 0.184
Slotted ALOHA 0.368
1-Persistent CSMA 0.529
Slotted 1-Persistent CSMA $.531
0.1-Persistent CSMA 0.791
Non-Persistent CSMA 0815
0,03-Persistent CSMA (0.827
Slotted Non-Persistent CSMA 0.857
Perfect Scheduling 1.800

SLOTTED NON — PERSISTENT CSMA
NON — PERSISTENT C3MA

B a=0.0

.03 — PERSISTENT CSMA
J — PERSISTENT CSMA

§ (THROUGHPUT)

11— PERSISTENT CSMaA

PURE ALOHA

o | !
.01 8.1 1 10 100
G {OFFERED CHANNEL TRAFFIC)

Fig. 7.1—Channel traffic vs channel throughput for the various ALOHA modes (a = 0.01)
{Tobagi, 1874, p. 751

Again, a is taken to be 0.01. Note that the CSMA modes provide a lower average num-
ber of transmissions per packet than the two ALOHA modes. Also, for each value of S,
there is an optimum value of p such that p-persistent is best. For small values of §, p =1
is optimum (i.e., 1-persistent CSMA). As 8 increases, the optimal value for p decreases.

7.3 Bimulation

The average delay D is a function of both the channel throughput § and the mean
retransmission delay X. For each value of §, a minimum delay can be achieved by
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vs throughput (a = 0.01) [Tobagi, 1974, p. 81]
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choosing an optimal value of X. This optimization is difficult analytically; therefore,
simulation techniques were utilized. The simulation model used included the various as-
sumptions described previously, but the assumptions concerning retransmission delay and
the independence of arrivals for offered traffic were relaxed. In the simulations, only new
packets were generated from a Poisson distribution; collisions and randomized retransmis-

sions were handied without further assumptions. Figure 7.4 shows the throughput/delay
performance derived from the simulations; the results are presented for the optimal values

of X. Note that the optimal p-Persistent CSMA protocol provides the best performance.

7.4 Discussion

The CSMA protocols described do provide for improved channel utilization over that
achievable by the pure and slotted ALOHA random access schemes, However, as with
most contention schemes, the multi-access broadcast channels of the CSMA-ALOHA type
are characterized by the fact that throughput goes to zero for large value of channel
traffic; i.e., the channel saturates.

The analysic shows that these technigues are useful when the ratio of propagation
delay to packet transmission time is small. For realistic traffic models, this tends to limit
CSMA techniques fo use with ground radio channels, The propagation delay over a satel-
lite channel (the satellite in geosynchronous orbit} is approximately 7 = 0.25 s. To
achieve a small value of g = 7/T leads to considering long packet transmission times and
long vulnerable periods for collision. Thus, this set of protocols is most likely to be appli-
cable in the ground radio environment for which it was originally proposed.
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Fig, 7.4—C8MA vs pure and slotted ALOHA:
throughput-delay tradeoffs from simulation
{a = 0.01) [Tohagi, 1974, p. 83]
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The analysis of CSMA depends upon the assumption that all terminals are in radio
line-of-sight of each other. Tobagi and Kleinrock have also examined the “hidden termi-
nal” case, where terminals are in range of a central station but are not necessarily:in. line-
of-sight of each other [Tobagi, 1974; Tobagi & Kleinrock, 1975]. Their analysis shows
that the presence of hidden terminals in the CSMA scheme can significantly degrade the
achievable channel capacity.

As a solution to this problem, Tobagi and Kleinrock have proposed a protocol called
Busy Tone Multiple-Access (BTMA}, which is based on the assumption that all termmals
are within line-of-sight of the cenfral station, if not of each other. A small commum»
cations channel is designed as the “busy tone’ channel. The central station transmits a
busy tone signal on the small channel when it senses the presence of the carrier on'.
another (large) channel used by all terminals to transmit packets. The terminals monitor-
the busy tone channel and, based on the presence or absence of a signal on that channel
operate as in CSMA, The performance of BTMA is very similar to that of the CSMA pro-
tocols. For details of the analysis, see Tobagi [Tobagi, 1974; Tobagi & Klemrock 1975].

8.0 ROBERTS’ RESERVATION

8.1 Description

In order to accommodate data traffic composed of multi-packet as well as sf igle. -
packet messages, Roberts [Roberts, 1973] has proposed a technique in whlch the :'chan- '
nel is operated in siotted ALOHA mode part of the time, when stations make reservatlons,
and in dedicated mode for the rest of the time, when stations send messages composed
of one or more packets. As in sloited ALOHA, the channel is divided into time slots of
fixed-length 7, where T is equal to the duration of a packet transmission. The channel is
operated in two states, the “‘reservation state’ and the “ALOHA state.”” When the
channel is in the reservation state, a2 frame consisting of M + 1 slots is used. While the last
M slots of the frame are used for the transmission of message packets, the first slot in the
frame is subdivided into V “‘small slots.” These small slots are accessed by ail stations on
a contention basis, where the form of contention used is slotted ALOHA random access:
Each station uses these small slots to reserve the number of slots needed to transmit.a _ -
given message and to receive acknowledgments of correct message transmission. W'nenever _
a reservation is made, all stations add the number of slots requested to a count of the -
number of slots currently reserved. In this way, each station always knows when the
first unreserved slot will occur so that, when it reserves slots for its own use, it knows
when to begin transmitting without having to keep track of every previous reservation.
Thus, for this protocol, there exists a single, distributed queue which contains requests
for use of the non-ALOHA (dedicated) slots. Each station can get its message packets
into the queue by broadcasting a reservation. Note that the queue length can exceed M, a
value that determines only the interval between the times at which stations can add

reservations to the gqueue.

Whenever the queue length becomes zero, the channel switches from reservation
state to ALOHA state. In the ALOHA state, every slot (instead of every (M + 1)st slot) -
is subdivided into V small slots that are available for making reservations using slotted
ALOHA. When the next valid reservation is made, the channel reverts to the reservation

41



HEITMEYEER, KULLBACK AND SHORE

state and operates as described in the previous paragraph. For an example of how
Roberts’ reservation scheme works, see Figure 8.1,

Roberts’ analysis of this scheme is based on the following traffic model. Messages
are composed of either a single packet or eight packets, where a packet is of fixed length
Each station generates messages with a Poisson arrival rate. A fraction F of these messages
is assumed fo consist of a single packef, while the remaining messages are assumed to con-
tain eight packets each. For the analysis, a value F = 0.5 is used.

Roberts has compared the throughput-delay performance of this reservation scheme

+n H—u;%— af sliswmativa anhn Bnr thn vasarmratia PPN tha avawnon Anlng ccamaisdbadd
av 01 ailternalive sCnemes. Yor e reseivauon D\..n\:luc, i€ Average uc:.a_y assalianeq

with an average size message is compuied, and this delay is compared with the analogous
delays for slotted ALOHA and TDMA (note that the performance measure used is mes-
sage delay rather than packet delay). For channel utilizations below (.15, the average
delay for slotted ALOHA is less than that of the reservation scheme; for channel
utilizations above .15, the reservation technique has less average delay than slotied
ALOHA. Moreover, Roberts concludes that for any channel utilization, the average mes-
sage delay of the reservation scheme is lower than that associated with TDMA, He has
also investigated the relation of cost to delay, the effect of station traffic on cost, and
the effect of the number of stations on cost for the reservation scheme, siotted ALOHA,
TDMA, FDM, and FDM with “store-and-forward star.” In each case, the reservation
scheme is shown as least expensive. However, since the foregoing resuits are accompanied
by few details, the conclusions given are somewhat difficult to evaluate.

8.3 Simulation

None.

8.4 Discussion

Whe: n the usger 'nn‘nn'lslhnn consicts of many gmall stations whose megsages are pre-

when tr P~ LS BB bty o i LiiCeary Frasieie saall

dominately smgle-packet messages, both pure ALOHA and slotted ALOHA can provide
good performance. However, when the traffic contains a significant portion of multi-
packet messages, a reservation scheme such as Roberts’ is more appropriate. As indicated

RESERVATION STATE ——————=lw—ALOHA STATE
~§ Y —— v

LT

TRANSMISSION

OF LAST

RESERVED PACKET

Fig. 8.1—Roberis’ Reservation technigue: channel structure

42




NRL REPORT 8035

above, for a channel utilization above 0.15, the delay performance of the reservation

scheme is superior to that of slotted ALOHA. Moreover, while the maximum channel .
utilization for the slotted ALOHA scheme is only 36%, a much higher channel throughput
rate can be sustained by the reservation technique,

Regarding stability, the same phenomena that cause a pure or slotted ALOHA chan-
nel to be unstable also have this effect on a reservation ALOHA channel. In the case of
reservation ALOHA, however, it is a hlgh message rate (rather than a hlgh total channel
b[dl.l.lb l'd.l:l:} b[].d.b Wll..l cause u!lbbd.Ul.b' UEHdVlUl .I.'IUI.'(‘.? dgauu, re::e_:.vuuun n.uun.ﬂ buuu.xu Ul: v
advantageous, provided that the average message is long compared to its reservation time,
and that traffic fluctuations are reflected more as changes in message lengths than as
changes in the rate at which messages are generated.

9.0 SPLIT-CHANNEL RESERVATION MULTIPLE ACCESS (SRMA)
9.1 Description

The 8plit-Channel Reservation Multiple Access (SRMA) technique has been proposed '
by F. A. Tobagi [Tobagi, 1974]. Under SRMA, the channel is split into two smaller chan-
nels; one of these, the “control” channel, is used for the transmission of control informa-
tion, while the other, the “message’ channel, is used for the transmission of the messages
themselves. The split into two channels may be achieved using either a time-division or
frequency-division scheme.

Two versions of SRMA have been suggested: the Request-Answer to Request-Message
technique (R.A.M.) and the Request-Message technigue (R.M.). Both versions assume the
existence of a scheduling station which receives on the control channel “requests-to-
transmit” from other stations and then schedules messages for transmission on the
message channel. o

9.1.1 Reguest-Answer to Request-Message (R.A.M.) Technique

Under the R.A.M. scheme, the control channel is further divided into two channels:
the “request” channel and the “answer-to-request” channel. A station with a message to
transmit accesses the request channel in a random access mode; pure ALOHA, siotted
ALOHA, and Carrier-Sense Multiple-Access (CSMA) are three alternative ways of operat:
ing the request channel. The request is made via a request packet which includes the.
identification of the requesting station and, in the case of variable-length or multi-packet
messages, the message length. Upon receiving a request packet, the scheduling station uses
the answer-to-request channel to transmit an “answer” packet, i.e., a packet which
contains the requesting station’s ID along with the time at which that station can initiate

transmission of its message. At the assigned time, the requesting station sends its message
via the message channel.

Since the request channel is operated in a contention mode, the transmission of a
request packet may not be successful. To handle this situation, a requesting station, upon
transmission of a request to transmit, executes a time-out. If no answer packet is received
by the end of the time-out, it may be assumed that a collision occurred in the request . -
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channel. In accordance with the ALOHA or CSMA protocol, the station, after a random-
ized retransmission interval, retransmits its request.

8.1.2 Reguest-Message (R.M.) Technigue

Under the R.M, scheme, only two channels, the control channel and the message
channel, are required. The control channel ig operated exactly like the request channel in
R.AM. The scheduling station, upon receiving the request, queues it. When the message
channel is available, the scheduling station uses the message channel to transmit an
answer packet confaining the requesting station’s ID. Upon hearing its ID, the requesting

station initiates transmission of its message on the message channel.

9.2 Analysis

The throughput and delay performance of the R.AM. version of SRMA has been

craliroad e Tahoagi Fla hoo alan namnlarad an anmnenvinmats onaluaie nf B M whinh indi.
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cates that its performance is very similar to that of R.AM. To determine the performance
of R.A.M.,, the delay D incurred by a message is broken into two components {Figure 9.1):

(a) Dy, the time needed for the receipt of the request packet by the scheduling
station, and

{b} Dg, the time between the receipt of the request packet and the end of message
transmission.

Since the request channel is operated in random access mode, (i.e., pure ALOHA, slotted
ALOHA, or CSMA), D, can be computed using the results of previous analysis. See Sec-
tions 4 and 7 and {Tobagi, 1974} for these results.
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Fig, 8.1—8plit-channel reservation Mulliple Access [Tobagi, 1974, p. 2151
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To estimate D5, it is assumed that the arrival of successful requests to the sched-
uling station is Poisson. Then, the message channel can be modeled as a single-server
queueing system, in which the arrival process is the Poisson cutput of the request. channel,
shifted in time by the transmission time of the answer packet plus propagation delays.
Note from Figure 9.1, the answer packet incurs no queueing delays. This is because the
scheduling station is the only transmitter on this channel and because it is possible to
assign the answer channel enough bandwidth so that an answer packet experiences no
queueing delay. In [Tobagi, 1974], D, is computed for messages of fixed length a.nd for
exponentially distributed message length.

In Figure 9.2, the maximum channel throughput of SRMA and other selected channel
management schemes is plotted relative to 7, the ratio of the length of a request paCket to :
the length of a message packet. In this figure, as well as in Figure 9.8, a ground. radio ..
channel is assumed; moreover, a represents the ratio of propagation delay to average mes-
sage transmission time, while the expression 7W/b,, represents the number of messages .
per time slot, where the length of a time slot is equlvalent to the propagation delay. Note
that for very small values of 7, the theoretical channel capacity of SRMA is close to
unity. Operating the request channel in Carrier-Sense (CS) mode rather than in ALOHA
mode for n > 0.01 results in a significant improvement in channel capacity. In comparing .
the capacity of SRMA to the capacity of the random access modes, SRMA is superlor
only for relatively small values of 7.

In Figure 9.3, the minimum delay for ALOHA-SRMA and Slotted Carrier-Sense .
SRMA is shown as a function of S, the iuput rate, for several values of n. Note again the -
superior preformance that results when the CS mode rather than the ALOHA modeis .
used to access the request channel; CS does especially well for large values of 7. Also
shown in Figure 9.3 is the delay performance for CSMA and BTMA. Here, a value of S
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exists below which CSMA or Busy Tone Multiple-Access {BTMA)} performs better than
SRMA, and above which the reverse is frue.

The performance of SRMA has also been compared to that of pelling techniques.
Under a polling protocol, a master station asks the user stations one by one whether they
have any messages to transmit. If a user station has information, it responds {o the poll
by sending a1l of the messages in its buffer. If a station has no information, it transmits a
negative reply or no reply. For populations of more than 100 user stations, the delay per-
formance of SRMA is shown in [Tobagi, 1974] to be superior to that of polling.

The delay D)y was computed using simulation results. Moreover, simulation studies
were performed to verify the assumption that the arrival of successful reguests to the

scheduling station is Poisson [Tobagi, 1974].

9.4 Discussion
One advantage of the SEMA scheme ig that in, contrast to some of the other packet
techniques such as pure ALOHA and slotted ALOHA, SRMA can readily accommodate

variable length or multi-packet messages in addition to fixed-length packets. Moreover, as

(2]
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long as the ratio 1 of control information bits to message information bits is low, the
maximum throughput achievable under SRMA is very high. However, as the number of
user stations increases, so does 7, since the amount of addressing information directly im-
pacts the length of a request packet.

A serious limitation of SRMA for some applications lies in the instability of the re-
quest channel. Since it is operated in a random access mode, the request channel is vul-
nerable to saturation. Thus, for applications in which a minimum level of throughput must
be guaranteed, SRMA may be unsuitable,

Both SRMA schemes were initially designed to operate over ground radio rather
than a sateilite channel. While the propagation delays associated with SRMA are minimal
for a ground radio channel, these delays are substantial for a satellite channel. Recall that

satellite. -
under SRMA, send}ng a message vnqn1vne three enpnrn'h: transemissions. Far a

operated under the SRMA protocol, this results in a propagation delay of approxlmately
0.75 s per message.

10.0 RESERVATION-ALOHA
10.1 Description

Reservation-ALOHA (or R-ALOHA) [Crowther, 1973] may be described as a TDMA
system in which contention is used to initialize ownership of each time slot. Unlike fixed
TDMA, however, R-ALOHA prohibits a station with no traffic from using channel

capacity; a time slot “owned” by a station that no longer has traffic is automatically re- -
leased and made available to other stations with traffic.

Under R-ALOHA, channel time is slotted and, as in other slotted schemes, a station
must synchronize the start of a packet transmission with the beginning of a slot. Moreover,
a frame structure is used. A requirement of the protocol is that each station receives not
only its own, but aii packet transmission over the channel. B

The procotol works as follows. A station with a packet to transmit uses knowledge
of channel aclivity in the previous frame to determine whether it may transmit in a par- .
ticular slot in the current frame. Each of the M slots in the current frame is clagsified as
“owned” or “empty”. The Ith slot is owned by a given station if, during the previous
frame, that station successfully transmitted a packet in the Ith slot. The Ith slot is classi-
fied as empty if, during the previous frame, either no packets were transmitted in that

slot or two or more packets collided in that slot. A station may always transmit in a slot

that it owns but is prchibited from trauuuuttaug in a slot owned b oy another auauuu

Empty slots, however, are available to all stations on a contention basis, To prevent .
excessive collisions in the empty slots, a station may transmit in a given time slot with .
probability p, where p is less than one. Such a policy serves to control the transmission
rate of new packets in the empty slots; moreover, it provides randomization of the’ re-
transmission delay for a previously collided packet.

If the communications channel is assumed to be a satellite channel, with the number
of slots in a frame defined as the number of slots in one satellite round-trip delay, then
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a user station takes action in the cwrent time slot based on the transmission in the pre-
vious time slot which it has just received. See Figure 10.1 for an example of how
R-ALOHA operates with a sateliite channel.

10,2 Analysis

None.

10.3 Simulation

Preliminary simulation results for channel performance under R-ALOHA have been
reported by Rettberg [Rettberg, 1973]. For the simulations, Rettberg assumes a 50
kilobit/second satellite channel and a Poisson input source which produces, with equal
probability, two classes of traffic: single-packet and eight-packet messages.

For the simulations, the BE-ALUOHA profocol was specified in somewhat more detail
than the above description and slightly modified. For example, in the simulations, the
probability p that a station transmils in an empty slot is allowed to vary with the chan-
nel traffic; in light traffic, p is large, while p is reduced under heavy traffic. Note that
this is a form of dynamic channel control. Sse {Rettberg, 1973] for details of additional

modifications.

In Figure 10.2, the throughput-delay tradeoffs for singie-packet messages are shown
for a varying number of stations. Figure 10.3 displays the tradeoffs for eighi-packet mes-
sages {the average delay shown in Figure 10.3 is for each packet of an eighi-packet mes-
sage; it is not the average delay for the total message). Note that in each figure, an
increase in channel throughput is achieved at the expense of increased packet delay; in
addition, the channel capacity of R-ALOHA approaches unity.
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Fig. 10.1~BReservation—ALOHA: an example
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10.4 Discussion

A major advantage of R-ALOHA is that it easily accommodates the enfry of newly.
active stations to the communications system. Unlike a similar scheme, Binder’s Round
Robin (see Section 11), no slot is permanently assigned to a particular station; the owner-
ship of slots changes along with the composition of the user population, :

Although R-ALOHA was designed to operate with a satellite channel, the protocol
could also be implemented with a ground radio channel. In the latter case, each user
station would be required to store one frame’s worth of the most recent channel activity,
while in the case of the satellite channel, the only information necessary is the contents

NRL REPORT 8035

of the most recently received time slot.
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Since R-ALOHA uses contention to determine ownership of the time slots in a
frame, the technigue is vulnerable to unstable behavior.
11.0 ROUND ROBIN RESERVATION
11.1 Description

The round robin (RR) reservation technique, proposed and analyzed by Binder

[Binder, 1975], is based on the use of a fixed TDMA structure coupled with a dynamie
assignment system.

50




NRL REPORT 8035

For this technique, channel time is divided into slots of fixed-length T seconds,
where T includes the packet transmission time plus a synchronization and guard time,
The slots are embedded in a frame structure, where each frame contains a fixed number.
of slots. Let Tppr4x represent the satellite round-trip propagation delay in seconds, and
let N represent the number of user stations sharing the channel. Then Ty, the frame time,
is fixed and must satisfy the condition

L2}
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WA o< AT T

P i) 4 ™
IVldX IV L, _I.RMAX T LS.

V

Thus, a frame is large enough to include one slot for each user. Moreover, since TF is. at
least as large as Tpprax + T, a slot will always be completely received by all users. before
it is time to transmit into that slot in the following frame.

Let K represent the number of slots in a frame (K = N). Then, the fixed TDMA
component of this protocol consists of assigning slot 1 to user 1, slot 2 to user 2, . ..,
slot N to user N. Fixed assignments are not made for slots N + 1, N + 2, ..., K. This
leads to the first rule of the protocol: S

R1: A user may send in its fixed assignment slot at any time.

At any given time, a user station is either active (it has traffic to send) or mactwe '
(it has no traffic to send). Those siots in a frame which belong to inactive users. as;well
as the unowned siots in each frame form a pool of slots which are available for dynarmc
assignment to each currently active user. These are available in addition to an active user’s
owned slot in the frame. However, an active user must always use its “owned” slot in a
frame before it can acquire the dynamically controlled slots.

The problem of making short-term allocations of the dynamically controlled slots
with the long satellite propagation delay (= 0.25 s) is solved by the use of a distributed -
queue similar to that proposed by Roberts in his reservation scheme [Roberts, 1973]
(see Section 8). The distributed queue is managed as follows. Once every frame, each:
active station sends reservation information which reflects the state of its local queue of
packets This information is sent as part of the overhead of the data packet in the active
user’s owned slot, All users (both active and inactive) receive and store the 1nformat10n In
a Channel @ Wlieue Table (L,-!qu) which contains one enbry for each user in the sysuem, L
there is a zero entry in the CQT for each currently inactive user. A pointer is kept by all"
users and is used to keep track of the active user who received the last dynamically
assignable slot. At each new dynamic assignment, this pointer is moved. In this way, the
dynamically assignable slots are allocated one at a time among the active users, and no
active user receives a second dynamically assignable slot until each other active user has.
received one.

When a previously inactive station wishes to send a packet, it uses R1 and transn it.s;f' B

in its own eln‘l‘ Hnllhnrafn]w gonerat‘ng a conflict. One round t,.;p Iayc;;, the uunf‘u\.,u

detected by all of the other users. To allow the newly active user to use its slot, the fol-
lowing rule is needed:

R2: A user may send in a dynamically assignable slot unless a conflict was received
during that slot’s last occurrence.
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This guarantees channel access after one frame fime to a previously inactive user, even
though ancther user may be currently using his slot.

11.2 Analysis

None.
11.3 Simulation

The performance of this technique under varying traffic conditions was investigated
by means of a simulation program [Binder, 1974]. Two classes of traffic were generafed
for each user: shorl messages consisling of single packets and long messages wilh eight
packets per message. Poisson arrivals were assumed, with a different mean for each mes-
sage class. Moreover, at each station, a priority queueing system was used; i.e., packets
were always sent from a short message queue first and from a long message gueue only
atter the short message queue was empty. When a packet transmission sustained a con-
flict, the packet involved was placed at the head of its gueue.

For the simulations, a frame size of 12 slots was chosen; moreover, since the popu-
lation size was 12 users, all of the slots were owned. Thus, dynamically assignable slots
were available only when one of move nodes were inactive. The results of the simulations

are shown in Figures 11,1-11.5 {Binder, 1974].

Figures 11.1 and 11.2 illustrate the throughput-delay performance of the RR tech-
nigue for short message packets and long message packets, respectively, Packet delay,
which is expressed in terms of satellite round trips {(RT’s), includes all queuing, {ransmis-
sion, and propagation times. The throughput rate shown in the figures is based on an in-
put source containing both short and long messages. For comparison with RR, the
verformance of three other reservation schemes—TDMA, Reservation-ALOHA (Section
10), and Roberts’ Reseivaiion scheme {Section 8} is also shown. The TDMA scheme is
based on the use of a fixed assignment of one slot per user; it was obtained by inhibiting
the dynamic assignment of the RR algorithm.

As shown in Figure 11.1, the RR scheme gives good delay performance for packets
associated with short messages as the throughput rate increases above 0.4. The worst delay
occurs for throughput of around 0.8 when the greatest number of conflicts occur due to
intermittent activily at the user stations. As the throughput rate increases above 0.8, the
long message gueue at each station is rarely empty, no conflicts occur, and hence, packet
delay approaches that of fixed TDMA.

Packet delay associated with long messages is shown in Figure 11.2. Again, the RR
scheme performs very well when the throughput rate is high. However, the results for
Roberts’ Reservation scheme are not directly comparable, since they are based on average
message delay, not packet delay. The Reservation-ALOHA scheme does better than RR
under light loading conditions, i.e., when the throughput rate is less than 0.4.

Figure 11.3 shows the sensitivity to varying traffic mixes of average packet delay for
Tamdle smmmsmmare mlomemn Maa awnder da miermen er £ 0 XTY Ale o memdla of ole sk see nprmers meierala b
VUL IIICOOAEC Lidodth., 11U {ilia 15 BIvVOil Y (N, 4 7, LUE 1AL UL BHUI L BIEDdEC ALLIVAD VO

long message arrivals. For example, {8:1) is an equal packet mix, (0:1) is long messages
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Fig. 11,1—Packet delay vs throughput for short
messages [Binder, 1974, p. 14]

only, and (1:0) is short messages only. The total traffic is assumed o be equally dis-
tributed among all users. Long message packet delay for RR is relatively insensitive to.

variations in the traffic mix. However, the packet delay associated with short messages

approaches that of fixed TDMA as the proportion of short messages increases. In partic-

ular, when the traffic consists of only short messages, the performance of RR is very
similar to that of TDMA, indicating that gains due to reservations are being balanced: out.
by conflicts in owned slots. On the other hand, when the traffic is composed of only
long messages, RR performs better than TDMA, with much shorter delays for a given
throughput.

The effect of an uneven traffic mix among users has also been considered, and the

results are shown in Figures 11.4 and 11.5. In these figures, one user is considered a large
user, while the others are small users. The input rate of each of the small users ig the

22220 LAt VLINAe AT 2nadcal RRetlis. 22T =y ALvs Vo TR Vr RdT S80S LARRRAR S RaT

same, and each generates only short messages. The input from the large user consists only
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Fig. 11.2—Packet delay vs throughput for long
messages [ Binder, 1974, p. 15]

of long messages, and the rate at which this user generates input is varied. Let 8, rep-
resent the total input rate for the small users.

Figure 11.4 illustrates the throughput-delay performance of RR for various vaiues of
1. The throughput rate and packet delay shown are for the large-user messages only. For
comparison, the performance for a single user under fixed TDMA is also shown; assuming
that the total number of users is N, a single user is assigned a fixed portion of the chan-
nel handwidth, one-Nth, regardless of the input rates of the other users, At the other
extreme is the curve labeled S84 = 0, which shows the RR performance when there is no
input from the small users; in this case, the total channel is available to the large user, and
thus the packet delay is the sum of the average waiting time for a single-server queue plus

b4




NRL REPORT 8035

100
90
80 -
704 12 NODES, 12 SLOTS
60 - FOISSON ARRIVALS
ALL NODES THE SAME
—RR
--— TDMA
40-1
30

N
(=]
1

pry
LLo]
1

10+ L7

8 -

7 -

57 - LONG MSG
5 PKT DELAY
LN

AVERAGE PACKET DELAY {(RT's}

4

3

2 SHORT MSG

PKT DELAY 7,
Ud

1.6+

1 T T T T 1

0 2 A4 1.0

.6 .8
TOTAL CHANNEL THRUPUT

Fig. 11.3—Round Robin and TDMA: sensitivity to
traffic mix [Binder, 1974, p. 17]

a constant reservation delay of about one round trip. As the total input from the small '
users increases, less capacity is available for the large user, and the throughput-dela" "per-;.-: -
formance of RR approaches that of fixed TDMA. ‘

Another result of interest is the effect of the large user traffic on the packet delay -
for small users. Figure 11.5 shows the packet delay for small users as a function of"ifﬁfe'
large-user throughput. Note that for each value of Sy, the packet delay for small users
increases as the throughput rate of the large user increases. However, the total increase
in packet delay is only about the one round trip required to gain access to the user’s
owned slot.
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Fig. 11.4—Round Robin: larger user throughput-delay tradeoffs for different
values of §1 [Binder, 1974, p. 23]

311.4 Discussion

The RR technigue represents a compromise between fixed channel management

schemes such as TDMA and pure contention systems like random access ALOHA. The RR

approach retains the channel stability of TDMA while permitting improved channe! utili-
zation under lght load conditions or under nonuniform user inputs,
To make use of the reservation concept, all users must have identical copies of the

AT A neor wha namme o nhannani c‘ni‘ it heae nnt nitAarad tha nshnamnad ﬁﬂ+i¢r$+‘r ey
LAg i, 4 UBST Wil OWIs 8 Chiannel 507 DUL NI&S NOT MOonNItered TNt Thannel atuviv Yy Liubu

not only achieve slot and frame synchronization but also must obtain a copy of the CQT.

One means of handling this problem {Binder, 1875] is to designate a master station and
require that station to send a copy of its CQT at the beginning of every frame, just be-
fore the data slots. Using this dala, a user may resynchronize with the other channel
users. However, there must be a preestablished protocol which aliows a backup master
station to take over if there is a failure of the current master station.

Errors in received reservation information may also force a user to resynchronize.

T wadiian thaon trvrme f tha tanhnirie oticeonndad Thes ‘E’niﬁnri’n fﬁn‘nnvin TG‘TQ-‘ ¥
10 IVARARUT waC LY PO Ui BTTOrS, ol ldl.rlfll\lll\.il.lb BMUEETDITU MY MWUUTLIW | SVURMTS Tiv) Ui

sending three separate parity-checked copies of the reservation information may be used.
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This results in additional overhead for the reservations, but may be insignificant: given a
high bandwidth channe! and/or a limited number of users.

The analysis described above was based on the assumption that there is sufficient
channel bandwidth so that the limiting factor on frame time is the round trip propagation
delay. For large numbers of nodes (= 100), this implies a wide bandwidth channel, Re-
ducing the packet size for narrow bandwidth channels increases total packet overhead per
frame and thus decreases channel utilization.

The round robin protocol described above is based on the assumption of an un- .
changing user population. For military applications in which the composition of the iiser
population in a given area may be quite dyna:nlc, this protocol prowdes ho expllclt means
af modifving clat avrnarah

O MOGHYINg 5100 uwucl.iuu}_.l to reflect \.ua.ugca in the user pupuxauun umeu J.IJLVIA, HGW-
ever, also has this problem).
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12.0 CONFLICT-FREE MULTIPLE ACCESS (CFMA)
12.1 Description

This protocol, proposed by Hwa [Hwa, 1975; Hwa, 1976],is a dynamic assignment
system used in combination with a fixed TDMA structure, and is thus similar to the
round robin reservation scheme described in Section 10. However, unlike the round robin

scheme, with CFMA there ave no conflicts generated in the channel (if we assume an error-
less channel). The absence of the conflict is accomplished by separating the reservation
information from the data packets.

For this protocol, channel time is divided into fixed-size frames, where each frame
contains a reservation vector (R-vector), an acknowledgment vector (A-vector), and an
information vector (I-vector). Figure 12.1 shows the frame structure, the structure of each
of the vectors, and the format of a data packet. In the figure, n represents the number of
users in the system, and m 2> n is the number of data packets which can be sent in each
frame. There iz one element in the R-vector for each user in the system, and each element
is dedicated to a particular user. The A-vector contains as many elements as the I-vector
and carries acknowledgment information as to previous transmissions. The I-vector con-
tains at least one element for each user in the system and is used for data packet trans-

mission.

R JA i

{a) A FRAME STRUCTURE

R] Ra _________________ Rn-1 Rn

{bl R-VECTOR WiTH n COMPONENTS

A1 Az __________________ Am-l Am

ic] A-VECTOR WITH m COMPONENTS

Liflgj-——m——=~-=~—=="—="~{Ipy I

{d} I-VECTOR WITH m COMPONENTS

1D OF JPACKET DATA
RECEIVER INUMBER
l=——HEADER TEXT

(e} DATA PACKET

Fig. 12.1—Conflict-Free Multiple Access: frame
struetore and its components [Hwa, 1976, p. 41.
(Copyright 1876, Computer Science Department,
University of Sydney, Australia, used by permis-
sion of the author.)
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The elements in the I-vector in each frame are allocated to users on the basis of (a)
the reservation information in the R-vector for that frame and (b) a fixed priority struc-
ture for each element of the I-vector (I, I5, . ... I,). The priority structure for element

T e
JI 15

Ui’ UI'-I’ - ey Ul’ U2, Py Ui+2’ Ui"']. ;

i.e., user U; has the hlghest priority for element I;, user U;_; has the second hlghest
priority, etc

The allocation algorithm works in the following manner, In frame F?, each user
sends, in its R'-vector element, the number of data packets it wishes to send in the next
frame, F'*1. Any user with packets to transmit automatically uses the element(s).in
I**1 for which it has the highest priority relative to the other users with traffic. Note -
that each user is always guaranteed at least one I-vector element.

As an example, conmder a four-user system, where the l-vector has four elements
If the R-vector for frame F? is

(1,2,0,2)

then the I**1 —vector elements in frame F!*! are allocated to the users as follows:
(Ul’ U2, U2, U4) .

U, uses its highest priority I-vector element, I; ; Uy uses its highest priority I—vector element
13, and Uy also uses 3. I3 is available to Uy, because this user has the second highest pri-
ority for I3, and the user with the highest priority for that I-vector element, U. 3, has no
traffic to send. Finally, U, uses its highest priority element, 1.

Each user maintains information as to which I-vector elements it used in a given
frame. This information, in conjunction with the acknowledgment information in the
A-vector, is used to determine successful receipt of a data packet. Note that in CFMA,
an unsuccessful packet transmission is due to noise on the channel or receiver nrohlem

Na
ATV e LA ASAT LAy

not to conflicts or collisions with other data packets in the I-vectior.

12.2 Analysis

None.
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12.3 Simulation

A simulation model was used to investigate the performance of this protocol and the
results are reporfed by Hwa [Hwa, 1976]. The performance measures used are not com-
patible with those previously described and thus are not summarized here. However, the
channel was shown to be highly stable and to provide channe] utilization superior to fixed
TDMA under light load conditions. When each user has a heavy traffic load, performance
is somewhat worse than fixed TDMA due to the overhead of reservation information. Un-

fortunately, a comparison of the performance of this technique o that of the round
robin reservation scheme ({Section 11) is not available.

12.4 Discussion

As indicated above, CFMA is similar to the round robin {RR) protocol. {See Section
11 for details.) In the RR protocol, an inactive user whose owned slot is in use regains
control of that slot by generating a conflict. Since, in CFMA, an inactive user may
become active at any time by transmitting & nonzero value in its R-vector element, the
need to generate a conflict disappears. The separation of reservation and data information
in the conflict-free scheme eliminates a problem associated with RR, that of providing
a user with a copy of the current Channel Queue Table {CQT), since the status of the

channel and the allocation of data for frame F**1 is fully contained in the R-vector for

One possible disadvantage of CFMA is that the fixed priority structure can result
in one user having a blocking effect on another. For example, consigier a four-user system
similar to the one described above. Suppose thal the R-vector for F' is (1, z. 0, 2). Then,
the allocation for I-vector in F*1 is {Ul, Ug, Us, Uy). Suppose that at FI*1 the R-vector
is (1, 2, 0, 3). Then, the allocation for F©*2 is also (Uy, Us, Ug, Uy). In each frame,
there is one empty I-vector element that belongs to an inactive user, Us. Even though
both Us and U4 have excess traffic, U, always receives the empty vecior element, The
behavior of round robin in the example is different; that protocol would provide an allo-
cation fivst to Uy, then to Uy, ete., and is thus fairly insensitive to the distribution of
traffic among the users. In the conflict-free system, overall performance may be improved
by adjusting priorities as a function of the expected traffic in neighboring slots.

13.0 SUMMARY AND CONCLUSIONS

We reviewed a variety of packet switching techniques designed to allocate
dynamically a broadcast channel among multiple users. Under time-varying loads, each of
these techniques does in fact make more efficient use of the channel than do fixed allo-
cation schemes such as TDMA or FDMA. The packet techniques exploit the broadcast
nature of the communications channel; they are applicable both to ground radic channels
and to satellite channels, with the exception of CSMA, which is primarily suited to a
ground radic channel.

Al this stage of our study, it is possible to state several general conclusions about
the techniques reviewed in this report:

{a) The ALOHA random access techniques, i.e., classical ALOHA, slotted ALOHA,
and CSMA, have characteristics which could prove advantiageous for Naval applications.
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The relative insensitivity of these techniques fo additions or losses in the user population
is one advantage, while another is the degree of flexibility that the ALOHA schemes
provide with respect to changing user communications requirements. Unfortunately, the
ALOHA schemes have a serious shortcoming for military applications: they are danger-
ously vulnerable to unstable behavior and channel saturation. A sudden surge in the input
load or stochastic variations in the channel traffic can cause the throughput of an ALOHA
channel to deteriorate to zero with virtually no chance for recovery. This is unacceptable

mnninatinne
in most military applications where, in a crisis situation, the load on the communications

system tends to increase and, at the same time, a minimum level of communications .
capability must be guaranteed. Also, the ALOHA schemes have been designed to handle _
traffic composed primarily of smgle packet messages. Thus, these schemes have. only '
limited relevance to many Navy applications, where message length tends to be variahle,
Note that, whereas the ALOHA schemes by themselves may be unacceptable for most -
military applications, these schemes may prove attractive as part of other mulfiplexing
techniques; e.g., an ALOHA scheme might be used to transmit reservation reques'ts as in
Roberts’ reservation or in SRMA.

(b) Although dynamic control procedures were described in the context of the.:
slotted ALOHA technique, these procedures may be used with other ALOHA schemes
(pure ALOHA, CSMA) to reduce the risk of channel saturation. These procedures ‘were |
however, designed to handle short-term fluctuations in the traffic; long-term increases in:
the input load will require additional control measures. : -

() All of the techniques, except SRMA, have been designed to operate with a dis-
tributed control mechanism. Thus, the systems are not vulnerable to the loss of a master
control station, a clear advantage for military applications.

(d) In many of the traffic models used for the analysis of broadcast packet switch-
ing, it is assumed that stations do not generate new traffic whenever a packet from that
station is blocked (stations cannot queue locally generated traffic). This assumptlon is.
unlikely to be valid for Naval applications. A

(e} The reservation techniques described in the report were de51gned to. handle
multi-packet messages. If, as we suspect, a significant fraction of Navy traffic consists of
multi-packet messages rather than single-packet messages, the reservation schemes rather
than the ALOHA schemes would appear to be most relevant to the Naval application.
Moreover, two of the reservation schemes, the Round Robin scheme and Conflict-Free
ALOHA, are stable and thus guarantee a minimum level of communications capability
under heavy traffic conditions. Hence, these two schemes as well ag the other reservation
schemes are the most promising candidates.

In general, the performance analyses of the various broadcast packet switching tech-
niques assumed interactive computer communications applications, Both the user and the
traffic characteristics of the analytic models reflect these applications, which differ sub-
stantially from likely Naval applications. Hence, it is necessary to estimate the perform-
ance of broadcast packet-switching techniques (or an appropriate subset of these
techniques) with analytic models and performance constraints that more accurately re-
flect Naval applications. An example of a more appropriate traffic model assumption is
the ability of all Naval users to queue locally generated traffic; a more appropriate per-
formance constraint is that delay requirements for certain Naval systems are not nearly
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as stringent as those for interactive computer systems. Broadcast packet switching tech-
nigties must also be evaluated with respect to such Naval requirements as encryption and
privacy, countermeasures, survivability, etc. The suitability of these technigues for use in
Naval applications will be the subject of a subseguent report.

REFERENCES

{Abramson, 1970] N. Abramson, “The ALOHA System—Another Alfemnative for Com-
puter Communications,” U. of Hawaii, ALOHA System Technical Report B70-1,
Apr. 1970,

[Abramson, 1973a] N. Abramson, “Packet Switching with Satellites,” National Computer
Conference, New York, 42:685-702 {June 4-8, 1973).

[Abramson, 1973b] N. Abramson, “The ALOHA System,” in Computer-Communications
Networks, Norman Abramson and Franklin ¥, Kuo, Editors, Prentice-Hall, Englewood
Cliffs, N.4. 1973,

[Binder, 1974] R. Binder, A Dynamic Packet Switching System for Satellite Broadcast
Channels,” U. of Hawaii, ALOHA System Technical Report B74-5, Aug. 1974.

[Binder, 1975a] R. Binder, “A Dynamic Packet Switching System for Satellite Broadecast
Channels,” International Conference on Communications, Conference Record, 111,
San Francisco, Calif, (June, 1975).

[Binder, 1975b} R. Binder, ef. al, “ALOHA Packet Broadeasting—A Retrospect,” U, of
Hawaii, ALOHA System: Technical Report B75-4, Jan. 1975,

[Bortels, 1970] W.H. Bortels, “Simulation of Interference of Packets in the ALOHA
Time-Sharing System,” U. of Hawaii, ALOHA Sysfern Technical Report B70-2,
Mar, 1870,

[Carleial and Hellman, 19751 A.B. Carleial, and M.E. Hellman, *Bistable Behavior of
ALOHA-Type Systems,” IEEEL Trans. Com., COM-23, 4:401-409 (Apr. 1975).

[Crowther, 1973] W. Crowther, ¢f. al, “A System for Broadesst Communications: Reser
vation ALOHA,” Proceedings of the 6th Hawail Infernational Conference on Systems
Sciences, January 1973.

[Ferguson, 19751 M.J. Ferguson, A Study of Unslotted ALOHA with Arbitrary Message
Lengths,” 4th Data Communications Symposium, Quebec Cily, Oct. 7-9, 1975,

[Hwa, 1875} H.R. Hwa, “*A Conflict-Free ALOHA System,” Sydney/ALOHA Working
Paper 3, Computer Science Departrment, University of Sydney, Sydney, Australia
dan. 1975,

{Hwa, 19768} H.R. Hwa, “A Simulation Study of Packet Swiiching in Conflict-Free
Mulii-Access Broadcast Data Communications Systems,” Sydney/ALOHA Working
Paper 7, Computer Science Department, University of Sydney, Sydney, Ausiralia
Jan. 1976.

[Rleinrock, 19761 L. Kleinrock, Queueing Svstems, Volume 2: Computer Applications,
dohn Wiley and Sons, New York, 1976.

62



NRL REPORT 8035

[Kleinrock and Lam, 1973] L. Kleinrock, and 8.8. Lam, “Packet Switching in a Slotted
Satellite Channel,”” National Computer Conference, New York, 42, 703-710 (June
4-8, 1973).

{Kleinrock and Lam, 1975a] L. Kleinrock, and 8.8. Lam, ‘““Dynamic Control Schemes for
a Packet Switched Multi-Access Broadcast Channel,” National Computer Conference, :
Anaheim, Calif. pp 143-153, May 19-22, 1975.

[Kleinrock and Lam, 1975b] L. Kleinrock, and 8.S. Lam, “Packet Switching in a Multl- ;
Access Broadcast Channel: Performance Evaluation,” IEEE Trans. Comm. COM-23
4:410-422 (Apr. 1975).

{Kleinrock and Tobagi, 1975a] L. Kleinrock, and F. Tobagi, “Random Access Technigues
for Data Transmission Over Packet Switched Radioc Channels,” National Computer
Conference, 1975. :

[Kleinrock and Tobagi, 1975b] L. Kleinrock and F.A. Tobagi, ‘‘Packet Switching in _
Radio Channels: Part 1—Carrier Sense Multiple-Access Modes and Their Throughput.. .
Delay Characteristics,” IEEE Trans. Comm. COM-23, 12:1400-1416 (Dec. 1975)...

[Kobayashl 1976] H. Kobayshi, et. al,, “An Approximate Method for Design and An'aly»--- '; '

sis of an ALOHA System,” U. of Hawaii, ALOHA System'Techmcal Report B76-4,
Mar. 1976.

[Konheim, 1974] A.G. Konheim and B. Meister, “Waiting Lines and Times in a System
with Polling,”” J. Ass, Computer Mach. 21(3):470-490 (July 1974).

[Lam, 1974] S.5. Lam, “Packet Switching in a Multi-Access Broadcast Channel with
Application to Satellite Communications in a Computer Network,” U, of California,
Los Angeles, Department of Computer Science, Ph.D. Dissertation, Mar. 1974.

[Lam and Kleinrock, 1975] S.S. Lam and L. Kleinrock ‘‘Packet Switching a M

g in
Access Broadcast Channel: Dynamic Control Procedures,” IEEE Tran Com
COM-23, 9:891-904 (Sept. 1975).

[Metcalfe, 1973] R.M. Metcalfe, “Packet Communication,” Project MAC, Massachusetts
Institute of Technology, Report MAC TR-114, Cambridge, Mass. Dec. 1973.

[Rettberg, 1973] R. Rettberg, “Preliminary Simulation Results for Reservation ALOHA,”
ARPA Network Information Center, Stanford Research Institute, Menlo Park Cahf
Note 43, NIC Doc. 16086, May 1973.

ﬂt1

Maharte 107971 T (3 Balarta CATMHA Ponlrat Quodbanes Wi nd Without Sots and
LEVOBErDS, 1Y Td] AT, IWIUTL W, ALOHA Packet DY LTILL VH.I.,I.J. and witnout oi0ts anda
Capture,” ARPA Network Information Center, Stanford Research Institute, Menlo

Park, Calif., ASS Note 8, NIC Doc. 11290, June 1972,

[Roberts, 1973] L.G. Roberts, “Dynamic Allocation of Satellite Capacity Through Packet
Reservation,’”” National ("nmnnfnr r'nn'l’n‘rn'nnn, New York, NV, 42:711 '71R

June 4-8, 1973

[Tobagi, 1974] F. Tobagi, ““Random Access Techniques for Data Transmission Over
Packet Switched Radio Networks,” U. of California, Los Angeles, School of Engl-
neering and Applied Science, UCLA-ENGR. 7499, Dec. 1974.

[Tobagi and Kleinrock, 1975] F.A. Tobagi and L. Kleinrock ‘‘Packet Switching in- Radiq:_ -
Channels: Part II—The Hidden Terminal Problem in Carrier Sense Multiple-Access
and the Busy Tone Solution,” IEEE Trans. Comm. COM-23, 12:1417-1433 (Dec
1975).

63



